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Abstract

In speech, acoustic cues are used to manifest aberumof
linguistic events including segmental phonemessamta-segmental
ones such as tones, prosodic phrasing structuomdtion, etc. It has
been an interesting topic to quantitatively compgheeimportance of
different linguistic events. However, previous sasdhave been
mainly confined to segmental or segment-like umits.studies could
be found to show quantitatively the importance wbra-segmental
events of prosody boundaries. From the view of rinfation
transmission, both segmental and supra-segmenghtevmake
indispensable contributions to natural human speeaimunication.
This paper presents a novel way to quantitativedjinate the
information contribution of prosody boundaries,itakthe same way
to estimate those of segmental phonetic contrastssgllable tones.
Experiments were done using a Chinese newspapecdepdis and a
conversation speech corpus. Preliminary resultsvsimat prosody
boundaries carry much more information than phanstigments.
Hence, they are much more important than segmemtsidman
speech communication.
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1. Introduction

In speech, acoustic cues are used to manifest &eruofi linguistic

events [1] including segmental phonemes and suggaiental ones
such as tones, prosodic phrasing structure, intamagtc. Phonemes
are differentiated by various kinds of phonetic tcasts such as
voicing vs. voiceless, aspiration vs. un-aspiratiett, which are
realized through regular movements of vocal traat ahanges in
articulation mode. From the view of information nsanission, all

these events are coding methods of speakers’ mesaad have to
be decoded by the listeners. Therefore, they playortant

contributions to natural human speech communication

Questions have been raised in speech sty@i@} about
information contributions of different phonetic et® how to
measure them reliably and what they are like? Tifermation
contribution of a speech event was measured usimgti®nal Load
(FL) in early studies [2,3]. The measurement of Firsvides a
quantified way to order any phonetic contrasts itarguage. The
order is meaningful and applicable to many domain®search and
applications, such as language evolution, speeatogrition,
language acquisition, phonetics, phonology, etc4][2- It was
predicted that perceptually similar pairs of phoaemvith low FL
would merge as the language evolved [2]. Phonstats with high
FLs should arouse more attention when incorporatedhuman-
machine interface systems. Phonemes with low Flhtrig merged
to reduce the size of sub-word unit set for devielp@mn automatic
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speech recognition system [7]. In the area™1&hguage education,
FL provides guidance for the importance of phonetintrasts to be
learned.

There have been a few methods proposednipuate the FLs of
various kinds of phonetic contrasts [2-5]. The mestd ones were
frequency counts [3] and entropy based measurerf@dt§]. These
methods are computable by using a large scalecerxtus [2-5].
Quantitative results have been provided for phonpaies, phonetic
contrasts, lexical tones, etc. [2-5]. The resudtipéd to improve our
understanding of phonetic parts of human languages.

However, almost all the previous studies were cmdfito the
FLs of segmental contrasts or segmental-like onel as tones. No
studies have worked on the issue of evaluatingRb® of supra-
segmental events like prosody boundaries. Proguftiasing is one
of the most important prosodic features, which givise to a
segmentation of the speech chain into groups tdtsgls and words,
or in the other word, chunks. The segmentatiorhofh&s was found
to be important for speech planning and languageepg&on [1].
Therefore, it is reasonable and interesting to &ibw about the
information contribution of prosody boundaries? Habout it when
compared to other phonetic events?

One major reason for the lack of studies on FLsplofase
boundaries might be attributed to the fact thateheave been no
appropriate methods for evaluating their informatmontributions.
Most proposed ones depend on frequency counts esfchpevents
[2,3,4]. Since phrase boundaries are not on theeskwel as
segmental events, it is inappropriate to evalubtr tFLs using
frequency counts or any derived entropies. Consdlyjeit is
impossible to compare their information contribntido the
segmental events one.

In our previous study [5], we proposed a novel métho
estimate FLs of phonetic events, which is basedthen mutual
information (MI) of text transcriptions and theirhgneme
representations. The phoneme representations eaording to the
availability of the studied phonetic events. Usyathe unavailability
of a phonetic event might lead to more uncertaintphe decoding
space from a phoneme representation to its texe Fh of a
phonetic contrast, for example, [p] vs."[pis computed as the
relative reduction of uncertainty by the availdyilof the contrast of
[p] and [d], when compared to none. The method takes intouatc
the contextual effects including lexicon and woimheatenations,
therefore it is able to model more accurately hufaaguage process
than the other ones [2-4].

The decoding uncertainty from a phoneme represent# its
text usually decreases with the availability of ophonetic
information. Either segmental phonemes and tonessupra-
segmental prosodic events can help to reduce theertanty.



Therefore, the different levels of segmental angrawsegmental
phonetic events can be viewed to have the sameimoleuman
speech communication: uncertainty reduction. Ftbis view, the
FL of prosody boundaries can be estimated in theesway of
segmental events, i.e., they can be computed tisenyll based FL
estimator [5].

In [5], the decoding uncertainty is represented ebyword
hypothesis graph (WHG), with all the word pathstire WHG
sharing the same phoneme representation. Whenewer phonetic
information (events) is incorporated into the phoaeepresentation,
the size of WHG tends to decrease, indicating auataoh of
uncertainty. The information of a phrase boundaogiton can
prohibit word formation among syllables acrosshibandary, so that
it helps to reduce the size of a WHG. The amountirudertainty
reduction is computed by the probability chang&vofd paths in the
two WHGs with or without a phonetic event.

The following is organized as follows: Section fitroduces
theory backgrounds including source channel model Text-
Phoneme-Text transmission, the M| based on funatidmoad
estimator, and the Word Hypothesis Graph to reptedecoding
uncertainty. Section 3 describes the experimentupsetind
experimental results. Section 4 concludes the sty suggests
future directions.

2. Fl based on M|

2.1. Text-Phoneme-Text Transmission M odel

Wl,2

encoding

Figurel: Text-Phoneme-Text transmission model

As in [5], speech communication is modeled usiriggzat-Phoneme-
Text model, illustrated in Figure 1, whey¢stands for a language
and appears as a text corpus. The availability availability of
specific phonetic events can be modeled by diftelexicons and
different phonetic representa’[iorﬁ'—%2 of W. If the studied phonetic

events are segmental contrasts, two lexicons harimgt having the
specific contrasts are used to encodé into two phoneme
representations. If the studied phonetic evergssapra-segmental
events like phrase boundarief; may stand for the phoneme

representation without phrase boundaries, whilehas the same

phoneme representations & plus boundary information. The

encoding fromW to F depicts the transmission of a message from a

speaker to a listener via phonetic coding.

The conversion fronF to W represents the interpretation of a

phoneme sequence into a word sequence based on léigh
knowledge, including lexicon and language model,ablstener. In

the model, it was realized as a word lattice sgpprocess as done in

most automatic speech recognition systems. Diffenrgnoneme

transcriptionsf, , might be interpreted into different word sequences

W,

2.2. Mutual Information (M1)
The mutual information of iV and F is defined asl (W, F):
IW, F)=H(W)- H(W| F) @)
H (W) is the entropy of text corpid/, which depicts for sequence

of words{W, W,, -+, W} . It is usually calculated as the word
average entropy by:

HOW) =lm-Zlog p(w, w,w) @)
Where

PW) = p(w, W, W)
=|j PO s Wy

I (W, F) measures the relation between the sentaNcand its

phoneme transcriptioR. Given two kinds of phoneme transcriptions
Fi, i=1,2, when other conditions including lexicondatanguage
model are the same, the bigger tHf&/,F) is, the stronger the
relation betweeW andF; is, and the less ambiguity is issuing from
F; to deduceaw.

©)

After derivation and ignorance of polyphone wordslane in
[3], the | (W, F) can be calculated as follows:

IW,F)==log > pW) 4)

all W; with F
W stands for all word sequences that have the saowepfe

transcription F.

2.3 Functional Load (FL) based on M1

In [5], Functional Load was defined for a phonetigntrast
@: X Vvs. Y, based on a relative loss of mutual informatiefobe

and after the deletion of th@.

FL(O) = lW, Ry o) = TW, Fyinows) (5)
W, Fin o)

2.4. Word Hypothesis Graph (WHG)

Figure 2: An example of a partial WHG for the phtime
transcription Zhong guo ren min sheng Kuo

The decoding uncertainty from a phonetic represiemtdo its
text is represented by a word hypothesis graph (YWk@h all the
word paths in the WHG sharing the same phoneticesgmtation.
Figure 2 illustrates a part of a WHG of a phonenaadcription of



“zhong guo ren min sheng Hud@he nodes <s> and </s> represent pairs of consonants, and these results were baseéwspaper data

the start and end of all candidate sentences. Ther modes stand
for candidate words sharing the same phoneme tiptien. For
examples, a candidate word for the syllaldedng” is “+”(middle),
a bi-syllable candidate word for the syllableshéng gud is “H
[E"(China). Due to the limited size, Figure 2 only slsoa part of the
whole WHG for the example phoneme transcriptione Mi of this
WHG is computed through a summarization of proli#sl of all
routes from <s> to </s> nodes, as defined by thegon (4).

If the studied phonetic events are prosody bourdathey can
be added into the phonetic representation. For pbanf the word
boundary information is assumed known for the exangmoneme
transcription in Figure 2, it becomes a string Iflzbong guo | ren
min | sheng huo”, where “|" depicts a word boundaijth the
availability of word boundaries, the WHG will dease into only
one path as shown by dashed line in Figure 2. ifdisates clearly
the reduction of uncertainty by prosody boundarié®e quantitative
estimation of the information contribution can berfprmed by the
equation (5).

3. Experimentsand results

3.1 Experimental set-up

The training corpus consists of 500k sentences orahd
extracted from the People Daily newspaper. After rdvo
segmentation, we used the CMU LM toolkit [8] to tra bi-gram
word based language model (LM).

Table 1.Statistics of the LM training corpus.

Number of Number
Sentences 500,000
Words 2,655,469
Characters 4,673,383
Avg. Chars per sentence 9.35
Words in lexicon 46,558

The testing data for prosody phrases consisted eaf t
transcriptions of a natural speech corpus, in whimsody
boundaries have been labeled. The information sifnig corpus is
shown in Table 2. After POS tagging, the testingpue was
converted to standard Pinyin transcriptions with urimary
information.

Table 2. The information of testing corpus.

Statistics of testing cor pus (per sentence)

Number of characters 25.2
Number of word boundaries 16.5
Number of prosody word 5.7
boundaries

Number of prosody phrase 2.8
boundaries

3.2 Results

Experiments have been carried out to estimate Flasnmmber
of phonetic contrasts, among them including segatetintrasts,
lexical tones and prosody boundaries. Figure 3 shels of some

and adopted from [5].
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Figure 3: FLs of consonant pairs.

Figure 4 shows FLs of some pairs of lexical tortegether with
that of consonant pair “s sh” which is the highese in Figure 3.
These results were adopted from [5] also.

FLsof tonepairs.
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Figure 4: FLs of lexical tone pairs. Here T[1-43rsd for lexical

tones [1-4].
FLs of prosody boundaries.
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Figure 5: FLs of prosody phrases. Here WB/PWB/IPBdsfan
word boundary/prosody word boundary/intonationaigke
boundary respectively.

Figure 5 shows FLs of prosody boundaries, togetlitr lexical
tone pairs of Tone 1 and 4, Tone 2 and 4. Theseltsesvere
computed on the testing data of text transcriptiofisa natural
speech corpus.

3.3 Discussions
Based on the results of Figure 3, 4, 5, we can gbser

® The MI based FL estimator is able to offer a umifowvay to
measure the information contributions by phonetiengs at
different levels.

® Different FLs in the three figures show that diffiet phonetic
events do make different contributions based on stharce
channel information transmission model.

® Alook at Figure 3 shows that the consonant paws:ssh” and
“n vs. I” own the highest FL values when comparethwther



checked pairs.

® Values in Figure 4 show that tone pairs “T1 vs. , T41 vs.
T3", “T2 vs. T4” had the highest FLs. As “s vs. shad the
highest FL among the consonant pairs studied, wesag that
tone contrasts usually have significantly high Fttgan
segmental contrasts (FLs of vowel contrasts arallyssmaller
than those of consonants [5]).

® FLs of two tone pairs “T1 vs. T4 " and “T2 vs. Tii' Figure 5
were computed from the spoken corpus data, and tiere
highest FLs among all tone pairs in the corpus.dEtay are
different from those in Figure 4, but the differenis not too
much. Because the two pairs are also among the stigines
in Figure 4.

o Figure 5 shows that FLs of all boundaries, inalgdivord
boundaries, prosodic word boundaries and intonatiphrase
boundaries, are significantly higher than thosettod two
representative tone pairs. Based on these, we Sugjoet
boundaries carry relatively more information thahet
comparison tone and phonetic segment pairs for huspaech
communication.

®  Figure 5 also shows a non-significant phenomertonfLs of
the three kinds of boundaries are to a little extrrelated
with the levels of boundaries in the prosody higngr WB <

PWB < IWB. However, we need further study to chedk th

issue.

4. CONCLUSIONS

In this paper, we proposed to use mutual inforrmabetween text
and its phoneme transcription to measure functitmaals of prosody
boundaries. Experimental results showed that thmator is able to
offer a uniform way to measure the information cimottions by
segmental contrasts, tones and supra-segmentadyrb®undaries.
Preliminary results showed that prosody bounddrés the highest
contributions when compared to segmental conteaistones.

The results will shed some light on the study afoiporating
prosody information processing into man-machinerfate systems:
prosody phrasing structure carries relatively miofermation than
segments, while they are usually ignored in ASR istidin the
future work, we will improve our models and do het studies
checking the relationship between FLs and the $ewdl prosody
boundaries.
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