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Abstract 

The GMM-based spectral conversion techniques were applied 

to emotion conversion but it was found that spectral 

transformation alone is not sufficient for conveying the 

required target emotion. In this paper, we adopt the tone 

nucleus model to carry the most important information of 

tones and represent F0 contour for Mandarin speech. And then 

tone nucleus part is converted to emotional speech from 

neutral ones. The tone nuclei variations are modeled by the 

classification and regression tree (CART) and dynamic 

programming. Compared with previous prosody transforming 

methods, the proposed method 1) uses only the tone nucleus 

part of each syllable rather than the whole F0 contour to avoid 

the data sparseness problems in emotion conversion; 2) builds 

mapping functions for well-chosen tone nucleus model 

parameters to better capture Mandarin tonal and emotional 

information. Using only a modest amount of training data, the 

perceptual accuracy achieved by our method was shown to be 

comparable to that obtained by a professional speaker.  

Index Terms: Emotional voice conversion, Mandarin, 

Tone nucleus 

1. Introduction 

With the intelligibility of synthetic speech approaching 

that of human speech, the need for increased naturalness and 

expressiveness becomes more palpable. However, there has 

been a lack of emotional affect in the synthetic speech of the 

state-of-art Text-To-Speech (TTS) systems. This is largely due 

to the fact that the prosodic modules in these systems are 

unable to predict prosody from text accurately for emotional 

speech. Previous methods of expressive speech synthesis 

consist of formant synthesis, diphone concatenation, unit 

selection or HMM-based methods [1, 2]. The quality of the 

data-driven methods all heavily relies on the size of the 

emotional speech corpus, which takes great effort to build. 

Another expressive speech synthesis approach is to obtain 

prosodic variations between neutral speech and emotional 

speech, and then make the synthesized emotional speech 

acquire these prosodic variations. As prosody prediction 

model for neutral speech has been extensively studied and 

implemented as robust prosodic modules in current state-of-

the-art TTS systems, it would be beneficial to build the 

prosody prediction model for emotional speech upon these 

existing systems, such as prosody conversion systems. In [3] 

Gaussian Mixture Model (GMM) and CART-based F0 

conversion methods are used for mapping neutral prosody to 

emotional Mandarin prosody. In [4] a difference approach is 

adopted to predict the prosody of emotional speech, where the 

prosody variation parameters are predicted for each phoneme. 

The GMM-based spectral conversion techniques were applied 

to emotion conversion but it was found that spectral 

transformation alone is not sufficient for conveying the 

required target emotion. All the researches depend on correct 

understanding and modeling of prosodic features including F0 

contours, duration and intensity. 

F0 modeling is important for emotional voice conversion 

for any languages, but it is critical to Mandarin. Mandarin, the 

standard Chinese, is a well-known tonal language which 

means the word meaning depends crucially on shape and 

register distinctions among four highly stylized syllable F0 

contour types. But on the same time, Mandarin also allows 

some range of F0 variations to express emotion, mood and 

attention. Thus F0 modeling will be more complex than non-

tonal languages, such as English and Japanese. In the case of 

Mandarin, F0 variations show larger undulations than those in 

the non-tonal languages. The lexical tones show consistent 

tonal F0 patterns when uttered in isolation, but show complex 

variations in continuous speech [5, 6]. The invariance problem 

is the difficulty of giving a physical phonetic definition of a 

given linguistic category that is constant and always free of 

context [7].   

Tone nucleus model suggest that a syllable F0 contours can 

be divided into three segments: onset course, tone nucleus and 

offset course. The tone nucleus of a syllable is assumed to be 

the target F0 of the associated lexical tone. The other two are 

optional and non-deliberately produced articulatory transition 

F0 loci. Tone nucleus usually conforms more likely to the 

standard tone pattern than the articulatory transitions. Tone 

nucleus model has improved the tone recognition rate in [8] to 

show that tone nucleus keeps the important discriminant 

information between tonal F0 patterns and underlying tone 

type and successfully improved the tone recognition rate. 

Those findings lead us to the idea that we can apply the tone 

nucleus model to improve the naturalness and expressiveness 

for speech synthesis system, which has been successfully 

applied for Mandarin.  

So in this paper, firstly we will introduce Mandarin tones 

and tone nucleus model. Then instead of directly convert the 

whole syllable F0 contour, which will contain two much 

redundancy and cause the data sparseness problems; a data-

driven, tone nucleus model-based prosody conversion method 

is utilized to predict the prosodic variations between neutral 

and emotional Mandarin speech. A GMM of the joint 

probability density of source and target features is employed 

for performing spectral conversion between emotions. Finally 

we will discuss experiments and results. 

2. F0 conversion using tone nucleus model 

2.1. Tone nucleus 

There are four basic lexical tones (referred to as T1, 2, 3, 4) 

and a neutral tone for each Mandarin syllable. The four basic 

lexical tones are characterized by their perceptually distinctive 
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pitch patterns which are conventionally called by linguists as: 

high-level (T1), high-rising (T2), low-dipping (T3) and high-

falling (T4) tones [9]. The neutral tone, according to [9] does 

not have any specific pitch pattern, and is highly dependent on 

the preceding tone and usually perceived to be  temporally 

short and zero F0 range.  

For a syllable F0 contour, as pointed out in [8], lexical tone 

is not evenly distributed in a syllable because of F0 variations 

in a syllable F0 contour in various phonetic contexts. Only its 

later portion, approximately corresponding to the final vocalic 

part, is regarded to bear tonal information, whereas the early 

portion is regarded as physiological transition period from the 

previous tone. It was also found that there are often cases 

where voicing period in the ending portion of a syllable also 

forms a transition period of vocal vibration and contributes 

nothing to the tonality. From these considerations, we can 

classify a syllable F0 contour into underlying target and 

articulatory transitions: 

1) Underlying target represents the target F0 and serves as 

the main acoustic cue for tone perception. 

2) Articulatory transitions are the F0 variations occurring 

as the transitions to or from the target F0. 

 Figure 1: Tonal F0 contours with possible articulatory 

transitions and their tone nucleus 

Figure 1 illustrates some typically observed tonal F0 

variations in continuous speech and their tone nuclei notations. 

The three segments are called onset course, tone nucleus, and 

offset course, respectively, which are defined in [8]. The tone 

nucleus part will conform more likely to the standard tone 

pattern. Tone-onset and tone-offset indicate the F0 values, 

which takes either low (L) or high (H) value, at the tone onset 

and offset, respectively. These F0 values serve as distinctive 

features characterizing the four basic lexical tones. 

2.2. Automatic tone nucleus extraction 

To apply the tone nucleus model for speech synthesis and 

emotion conversion, it is necessary to automatically estimate 

tone nucleus parameters from F0 contour. For each syllable F0, 

we use a robust tone nucleus segmentation and location 

method based on statistical means. 

The method has two steps: the first step is F0 contour 

segmentation based on the iterative segmental K means 

segmentation procedure, with which a T-Test based decision 

of segment amalgamation is combined in [8]. When 

segmentation becomes available, “which segment is tone 

nucleus” is decided according to the rules as discussed in [10]. 

Figure 2 shows an example of extracted tone nucleus parts of 

syllables of an example sentence in different emotions. As 

compared in Figure 2, we see that the tone nucleus parts 

extracted by our method remain more stable than the original 

syllable F0. 

 

 
Figure 2: An example sentence in different emotions: the 

segment between the dots indicates the tone nucleus part of 

the syllable. 

2.3. F0 conversion 

F0 conversion is to convert a neutral F0 contour into an 

emotional F0 contour using a mapping function. The mapping 

function is automatically learned from the parallel speech 

corpus. In this paper, instead of directly mapping surface F0 

contour, tone nucleus model parameters estimated from the F0 

contours are employed to build the mapping rules. The 

differences between the neutral and emotional tone nucleus 

parameters are modeled by classification and regression trees 

(CART). The input parameters of the CART contain the 

following: 

Tone identity, including current, previous and following 

tones, each with five categories 

Initial identity, including current and following syllables' 

initial types, each with five categories 

Final identity, including current and previous syllables' 

final types, each with two categories 

Position of the current word in the current word 

foot/prosodic word/sentence 

Part of speech (POS), including the current, previous and 

following words, each with 30 categories 

Figure 3(a) shows the templates for T4 nuclei in angry 

utterances. The width of the line represents the percentage of 

this cluster out of all the angry T4 syllables. For comparison, 

we averagely divide each syllable into three segments, and 
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then normalize the center segment. The clustered templates for 

these T4 center segments in angry utterances are shown in 

Figure 3(b). The vertical and horizontal axes are normalized 

frequency and time respectively. It is clear that F0 templates of 

the center segment are scattered and thus hard to predict. The 

extracted tone nucleus templates could better capture the tone 

F0 shape (e.g. a rising shape for T2) and are easier to predict. 

It should be noticed that 12% of the extracted angry T4 

nucleus have a rising shape; this may due to several possible 

reasons. First, when expressing angry, the speaker sometimes 

adopts a rhetorical mood. Then the ending part of the utterance 

will have a rising F0. Also, these rising T4 nuclei might be 

caused by tone co-articulation [6], e.g. T4 turned into neutral 

tone because it is unstressed; and tone nucleus extraction error. 

 

 
(a) 

 
(b) 

Figure 3: Syllable F0 templates for (a) angry T4 by tone 

nucleus. (b) angry T4 by syllable length F0 contours. 

3. Spectrum Conversion based on GMM 

Spectrum conversion can be thought of as just another form of 

voice conversion. The neutral speech could be regard as the 

source speaker, while the target emotion speech could be 

regard as the target speaker. In practice, voice conversion 

techniques have focused on the transformation of the vocal 

tract spectra, as it has been pointed out that strong feelings 

often literally distort the physical vocal tract. For example, 

“anger” often involves a physical tension which can be felt 

throughout the body and certainly has an effect on the 

tenseness of the speech organs, which in turn creates a distinct 

acoustic effect. Similarly, “happiness” might involve a less 

total physical change, often just a smile which is “talked 

through” [3]. In [11] and [12], GMM-based spectral 

conversion techniques were applied to emotion conversion but 

it was found that spectral transformation alone is not sufficient 

for conveying the required target emotion. In [3], an integrated 

method that based on GMM and codebook mapping is used. 

The GMM based voice conversion is first introduced by 

[14]. A GMM of the joint probability density of source and 

target features is employed for performing spectral conversion 

between speakers. Stylianou’s method is to converts spectral 

parameters frame by frame based on the minimum mean 

square error. Although this method is reasonably effective, the 

deterioration of speech quality is caused by some problems: 1) 

appropriate spectral movements are not always caused by the 

frame-based conversion process, and 2) the converted spectra 

are excessively smoothed by statistical modeling. To address 

these problems, we use the Toda’01 method [13], which is 

based on the maximum likelihood estimation of a spectral 

parameter trajectory. Not only static but also dynamic feature 

statistics are used for realizing the appropriate converted 

spectrum sequence.  

4. Experiments and results 

Our emotional corpus contains 300 sentences with no 

obvious textual bias towards any of the expressive styles. A 

professional actor read each sentence in four basic emotional 

states: neutral, anger, joy and sadness. And then each sentence 

was automatically segmented at the syllable level by a forced 

alignment procedure. 270 sentences, including about 1700 

syllables, are used to train transforming functions and the rest 

are employed to test our conversion method. Our experiment 

uses 40 order cepstrum feature, number of Gaussian mixture is 

64. The STRAIGHT analysis and synthesis method [15] were 

employed for spectral extraction and speech synthesis, 

respectively. 

In the training procedure, neutral and other three emotional 

F0 contours from the parallel corpus are firstly aligned 

according to syllable boundaries. Then tone nucleus model 

parameters are extracted from each syllable’s F0 contour and 

mapping functions of the parameters are obtained. As for 

duration conversion, we use relative prediction which predicts 

a scaling factor to be applied to the neutral phone duration. 

The same feature set is used to train a relative regression tree. 

After that, the converted tone nucleus parameters are used to 

generate the emotional F0 contours.  

As for comparison, in the listening test, the one converted 

using original syllable F0 will have tone errors as some of the 

syllable will sound as other tones. Thus it is greatly change the 

sentence meanings. Two native speakers checked the 

converted sentences using original syllable F0 contours and 

found that the syllable tone error rate as shown in Table 1, 

while our method using tone nucleus model doesn’t have such 

kind of errors.  

 

Table 1. Tone error rate for emotion conversion using original 

syllable F0 contour 

 Angry Happy Sad 

Tone error rate 9.71% 4.37% 5.34% 

 

Figure 4, 5, 6 respectively shows the perceptual results of 

the synthesized emotional speech utterances with the neutral 

utterances. The four groups of utterances are listed below.  

(1) Natural speech (NS+NP) the original recorded 

utterance 

(2)Converted emotional spectrum with linearly 

converted prosody (CS+LCP) Spectrum is converted by 

GMM-based method. F0 linearly converted from neutral F0 

contour using the following equation, where      and       
are input and converted F0 values, respectively.      and      
are the mean and the standard deviation of F0, respectively. 

 

      
           

    
           (1) 

  



 (3)Natural spectrum with converted emotional 

prosody (NS+CP) Converted emotional prosody using Tone 

Nucleus model is given to original recorded speech. 

(4) Converted spectrum with converted prosody 

(CS+CP) Spectrum is converted to that of target emotion from 

neutral speech and converted emotional prosody using Tone 

Nucleus model is given to it. 

As the result of subjective experiment clearly shows, 

prosodic features mainly dominate emotional expression. The 

prosody converted using Tone Nucleus model performs better 

than the ones using linearly converted from neutral F0 contour.  

The happy and sad emotions indicate that spectrum conversion 

will lower the perception rate. This may due to a lot of u/v 

errors and unnaturalness caused by spectrum conversion.  

 

 
Figure 4: Subjective evaluation of angry speech. 

 

 
Figure 5: Subjective evaluation of happy speech. 

 

 
Figure 6: Subjective evaluation of sad speech. 

 

5. Conclusions 

This paper explains how to employ tone nucleus model to 

implement F0 conversion for expressive Mandarin speech 

synthesis. Advantages of the proposed method are that 

parametric F0 models such as tone nucleus model can provide 

an underlying linguistically or physiological description for 

surface F0 contour and it can furnish several compact 

parameters to represent a long pitch contour. CART mapping 

method is employed to generate transforming functions of 

tone nucleus model parameters. GMM-based spectral 

conversion techniques were also adapted to spectrum 

conversion. The subjective listening test shows that 

synthesized speech using predicted prosody parameters is able 

to present specific emotion. 
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