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Abstract
This paper proposes a framework of F0 contour generation and 
segmental duration modeling for application in a unit-selection 
speech synthesis system for Polish – BOSS. We describe the 
design  of  the  F0  and  duration  modeling  modules  and 
emphasize the role of prosodic features (related to stress, pitch 
accent and phrase) in these two tasks. 
Index  Terms:  intonation  modeling,  F0,  duration,  prosodic 
features, speech synthesis

1. Introduction
For  an  effective  use  in  speech  technology  applications  the 
framework of F0 and duration modeling should provide means 
of generating high-quality, comprehensible and natural F0 and 
timing patterns from a linguistically meaningful representation 
(i.e.  containing  information  significant  to  the  linguistic 
interpretation)  of  an utterance’s prosody.  The representation 
should be automatically derivable  from utterance's  acoustics 
and  annotation.  Apart  from  that  the  prosody  modeling 
framework  should  be  efficient,  which  entails  ease  of  
implementation, low computational load and automated data-
driven training without the need of extensive hand-tuning. To 
achieve  this  objective  it  is  necessary to  build  a  framework 
which relies on a small number of models trained to perform a 
reliable  and accurate estimation of F0 contour representation 
from which the contour can be generated in few steps. 

The state of the art models are well capable of generating a 
naturally sounding intonation and timing  patterns  in  neutral 
(i.e.  news  commentary  style)  speech,  but  duration  and  F0 
modeling in expressive and emotional speech still remains a 
challenge.  Therefore,  one of the assumptions underlying the 
framework  proposed  in  this  study  is  independence  from 
speech  style. To  achieve  this  goal  it  appears  necessary  to 
investigate  the  relationships  among  the  low level  phonetic-
acoustic features as well as suprasegmental prosodic features 
including the possible interactions between various levels of 
analysis  under  specific  conditions  of  various  speech  styles. 
The important factor is the applicability of the framework to 
F0 and duration modeling in neutral  and expressive  speech. 
There  are  two  major  approaches  to  F0  contour  generation: 
sequential and  superpositional.  The former  assumes that  F0 
contours  can  be  modeled  as  sequences  or  strings of 
intonational  events  (such  as  pitch  accents,  boundary  tones) 
associated  with  specific  structures  (accented  syllable)  or 
landmarks (e.g. phrase edge) in the segmental string [1, 2, 3]. 
On the  contrary,  in  superpositional  models  F0  contours  are 
regarded  as  a  result  of  superposition  of  two  or  more 
components of a different temporal scope e.g. [4]. Most of the 
sequence-based models  rely  on interpolation  either  between 
pitch targets  anchored in syllable  structure [5, 6] or derived 
from parameters describing intonational events on the phonetic 
level [2, 3, 7, 8]. 

Duration prediction models  for  speech technology range 
from  the  more  traditional,  rule-based  techniques  [9]  to 
trainable, corpus-based techniques. Nowadays,  it is often the 

case  that  the  two  approaches  overlap  and  careful  linguistic 
feature extraction usually is an important stage preceding the 
actual statistical processing [10, 11, 12]. The unit that should 
be regarded as the base for  segmental  duration modeling is 
also a subject of discussion. Most frequently, phone is used as 
the  unit,  however  there  are  also  alternative  proposals 
e.g. Campbell's  syllable-based  model  [13].  Linguistic 
knowledge  may  be  used  not  only  in  the  data  preparation 
process  but  also  in  the  modeling  process  itself  which  is 
postulated and tested for various languages by Van Santen's 
sum-of-product models [14, 15]. As for the Polish segmental 
duration,  certain important  statements  were already made in 
quite early publications [16,  17],  however  previous research 
on segmental duration for Polish was based mostly on smaller 
amounts of data containing mostly isolated words or phrases.

1.1. Features of the present framework 

1.1.1. F0
The framework proposed in the current study will follow the 
assumptions  underlying  the  sequential  approach,  but  some 
reference to superpositional features will be made as well. We 
will  follow the target-based approach (interpolation between 
pitch targets of a constant position in syllable) rather than the 
parameter-based one, because it involves a smaller number of 
intermediate steps between pitch target estimation and contour 
generation and thus, can be regarded as more efficient. 

However,  contrary to  other  authors  [5,  6]  we  train  one 
regression model instead of three models to estimate the level 
of  three  pitch  targets:  at  the  start  (f0start)  and  end  of  the 
syllable (f0end), and in the middle of the nucleus (f0mid). One 
regression model is designed for neutral speech and the other 
for expressive speech. The models estimate relative F0 values 
(z-score normalized with respect to mean F0 level determined 
for a given phrase type: initial, medial, final or single, cf. [18]) 
and  rely  on  a  linguistically  meaningful  representation  of 
utterance's  intonation  in  which  prosodic  features  play  a 
primary  role.  F0  contour  generation  is  carried  out  in  three 
steps:  a)  re-scaling  of  the  estimated  pitch  targets,  b) 
determination of the temporal alignment of the targets and c) 
smoothing and interpolation between the targets.

1.1.2. Duration
It was assumed that segmental duration may be simultaneously 
modified  by  a  set  of  features  from  both  segmental  and 
suprasegmental  levels.  The  initial  selection  of  features  was 
based on a series of statistical significance tests and after that 
the  correlation  of  the  obtained  set  was  calculated  using 
Classification  and  Regression  Trees  method  (CART). 
Individual phones were the base units for prediction but the 
influence of other units was not neglected, actually - among 
others, the choice of the features for duration prediction was 
motivated  by  the  intention  of  finding  the  relationships  that 
might indicate another unit which might be more suitable to 
serve as a base for prediction. 

With the present data it  became possible to observe the 



relations between  segmental  duration and factors  both from 
the segmental and suprasegmental viewpoint, since the speech 
corpus delivers a variety of texts ranging from short phrases, 
through longer and more complex sentences up to continuous 
text including both formal and informal speech styles.  

2. Methodology

1.2. Speech material
The  substantial part of the speech corpus used in the current 
study was built for the Polish module of BOSS (Bonn Open 
Source Synthesis)  which is a unit selection speech synthesis 
system. The corpus contains recordings of a professional male 
speaker  (approx.  2  hours)  reading  phonetically  rich  and 
balanced sentences, fragments of fiction (including dialogues 
and examples of expressive speech) and reportage. 

Additionally,  for  F0  modeling  in  expressive  speech  a 
speech  corpus  containing  recordings  of  three  speakers  (two 
female and one male) reading a novel chapter was used. The 
text included examples of different discourse types, dialogues, 
monologues, modes and expressivity.  The speakers gave it a 
very lively and emotional interpretation; 20 minutes of speech 
per speaker was obtained (1758 phrases, 9722 syllables). 

For  duration  prediction  apart  from  the  BOSS  speech 
material, a reference set of 40 voices reading a short paragraph 
of  continuous  speech  was  used  to  verify  the  results  from 
BOSS prediction with data from a larger group of speakers. 
The 25-sentence paragraph delivers descriptive phrases as well 
as  examples  of  dialogue  covering  the  most  common  Polish 
phrase  types.  The  speakers  were  twenty  man  and  twenty 
women approximately of the same age (20-25 years).

1.3. Labeling procedure and feature extraction
Transcription  and  segmentation  at  the  phone,  syllable  and 
word  level  was  obtained  automatically  using  SALIAN 
software  [19].  At  the  word  level,  verification  of  the 
automatically inserted stress markers was carried out with the 
help of a large pronunciation lexicon and five pitch accent and 
seven  boundary  tone  types  were  marked  manually.  On  the 
basis of the information provided in the labeling a number of 
syllable- and phrase-level features was extracted automatically 
from  the  speech  signals  with  a  Praat  script.  The  features 
which had statistically significant effect on duration and level 
of  f0start,  f0mid  and  f0end  targets  were  used  as  predictor 
variables to train statistical models. 

The duration extraction from the annotated material  was 
performed  with  a  specifically  designed  software.  Then  the 
extracted and tagged data was exported to Statistica. The first 
step  of  the  duration  analysis  focused  on  the  distributions, 
means, and variances of the duration as a variable dependent 
on a presumed set of modifying factors. In the second step, the 
usefulness  of  a  set  of  57  modifying  factors  for  duration 
prediction was  assessed by means  of  the  CART  algorithm 
[19].  The  results  supported  the  claim  that  the  duration  of 
speech sounds may be modified by the influence of segmental 
and suprasegmental features as well as by their combination.

1.4. Linguistic representation

1.4.1. F0 target estimation
The  linguistic  representation  consists  of  36  syllable-  and 
phrase-level  features  listed  in  Table  1.  The  syllable-level 
features  referring  to  pitch  accents  and  boundary  tones  are 
derived from the description provided by models performing 
automatic  detection  and  classification  of  pitch  accents  and 

boundary  tones.  Information  on  the  break  index  is  derived 
partly  from the  annotation  and  partly  from the  information 
provided  in  the  automatic  classification  of  boundary  tones. 
Other  features  can  be  easily  derived  from  utterance’s 
annotation. For each syllable the features of two previous and 
two following syllables are provided. 

Phrase-level  features are  derived  from  the  phrasing 
description  provided  by  models  trained  to  detect  phrase 
boundaries and classify boundary types. 

Table 1: Syllable- (italics) and phrase-level features.

Feature value
stress stressed, unstressed

accent unaccented, 
accented: LH*,L*H, HL*, H*L, LH*L

boundary 
tone

no boundary, 
boundary: 2,?, 2,., 5,?, 5,., 5,!

break index 0-4 

position

distance to phrase start/end measured in the 
number of syll., stressed and accented syll. 
distance to the start/end of the word (in syll.)
distance to the next and previous pause in  
syllables and milliseconds

other
length of the current word (in syll.)
syllable structure
relative syllable/nucleus duration

phrase type single (major int. phrase containing one 
minor phrase), initial, medial, final (see [18])

phrase 
length

expressed in the number of syllables 

tune type statement, exclamat., question, continuation

ANOVA results revealed that all the syllable- and phrase-
level features have statistically significant effect (p<0.01) on 
pitch  target  scaling.  The  greatest  effect  was  observed  for 
features related to syllable position: distance to the start and 
end of the phrase measured in the number of  pitch accented 
syllables and distance to the next accented syllable. It was also 
observed that all predictor features caused greater variation in 
the level of f0mid and f0end targets than in f0start target.

1.4.2. Duration estimation
Duration  estimation  was  based  on  a  set  of  57  linguistic 
features. The choice of the features was aimed at recognizing, 
describing and assessing the dependencies  of  the  segmental 
duration  on  those  features  and  their  combinations.  It  was 
intended  to  create  a  wide  feature  space  and  to  test  the 
dependencies for both large and smaller subsets of the feature 
set. The feature space included the most basic, segmental level 
features as well as features corresponding to higher levels of 
linguistic representation. For each speech sound a 7-element 
frame  was  used  as  the  context  information,  i.  e.  the  same 
properties were used as features for  three preceding and for 
three following phones as well as for the phone in question. 

The influence of the above features on duration was first 
tested for individual features by examining the mean duration 
distributions  and  ANOVA  results  which  showed  that  the 
features connected with the position of the sound within higher 
level structures and the properties of the structures appeared to 
be statistically significant (p<0.01). The same was true for the 
word stress, and even more for the sentence stress (however 
since most often it falls on the penultimate syllable in Polish, 
both stress and accent usually coincide with the word-finality 
effect  which  might  weaken  the  actual  influence  of  the 
stress/accent factor). The effect of the word stress appeared to 



be correlated with word length effect (the shorter the word the 
longer  the component  phones – this word  length effect  was 
stronger for the stressed phones, especially vowels).

Table 1: Features for segmental duration prediction

Feature Feature description, values

Sound's Id
which particular Polish phone is the phone 
in question (39 values including 
palatalized [k g])

Sound's 
properties.

manner of articulation, place of 
articulation, presence of voice, type of 
sound (consonant or vowel); the same or 
different place of articulation of the phone 
in question and the phone in its direct left 
or right context

Properties of the 
preceding and of 
the following 
context.

ditto (for each of the phones within the 7-
element frame)
the information if the phone in question 
occurred in the neighborhood of an 
identical phone in the directly preceding or 
following context within the word in 
question

Position within 
the higher unit of 
speech
organization 
structure

position of the sound in question relative 
to pause (3 categories)
the distance of the syllable containing 
the  phone  to  the  left  and  right  word 
boundary 
the position of the syllable within the foot 
(in the anacrusis, head or tail of the foot)
the position of the foot within the 
intonation phrase (counted in feet)
Position of the sound within syllable 
structure (onset, nucleus, coda)

Position relative 
to consonant 
clusters

Sound position within cluster, before or 
after cluster or with no cluster in the direct 
neighborhood

Speech unit 
length

Word length  (in sounds, milisec.)
Foot length (in sounds, in syll, milisec.)
Syllable length (in sounds, milisec.)
Phrase length (in sounds, in syll., milisec.)

Word stress stressed, unstressed
Sentence stress. accented, unaccented

3. F0 modeling

1.5. F0 target estimation
A neural network designer available in Statistica 6.0 was used 
to create regression networks. MLP networks were selected for 
the  preliminary  training  (using  back  propagation  and/or 
conjugate gradient descend method) and assessment. All MLP 
networks had 3 layers and the number of units in the hidden 
layer  varied  between  1  and  20.  Firstly,  the  networks  were 
trained using the whole set of 36 predictor variables and then 
using an automatically selected feature subset. The databases 
containing neutral (N) and expressive (E) speech were divided 
into  three  subsets:  training  (N:  6011  syllables,  E:  6892), 
selection (used among other things to halt or mitigate  over-
learning, N: 6019, E: 1430) and test (N: 5451, E: 1430).

In neutral speech, the best-performing MLP network (14 
neurons in  the  hidden layer)  relied on the whole  set  of  the 
linguistic features (36). In expressive speech, the best results 
were  achieved  with  an  MLP  network  (10  hidden  neurons) 

which used 15 input features selected automatically during the 
training. 

Generally,  regression results are better in neutral than in 
expressive  speech.  As  regards  correlation  (r)  between  the 
original and estimated F0 targets  it varies between  0.67 and 
0.77 (test subset,  overall(r)=0.74) in neutral speech and  0.63 
and  0.7 in  expressive  speech  (test  subset,  overall(r)=0.68). 
Low overall RMSE: N=11.33, E=0.72 (computed on the basis 
of z-scored normalized values) also indicates the accuracy of 
target estimation. The models designed on the basis of a Polish 
speech  corpus  and  described  in  [6]  have  comparable 
performance in terms of correlation (between 0.68 and 0.75), 
but yield significantly higher RMSE (from 40 to 42Hz).

The results of sensitivity analyses carried out on the inputs 
to the regression networks revealed that prosodic features are 
the most important for an accurate F0 target level estimation. 
In the neutral speech data the key features were those related 
to  pitch accents,  boundary tones  (e.g.  the  type  of  the  pitch 
accent  and/or  boundary  tone  associated  with  the  previous/ 
current/next  syllable)  and phrases (position in the utterance: 
initial/medial/final/single phrase; tune type). In the expressive 
speech data, 13 out of 15 input features were strictly prosodic 
(pitch  accent  or  boundary  tone  type,  strength  of  the 
previous/next prosodic break) or prosody-related (e.g. syllable 
position in the foot or phrase). 

1.6. F0 contour generation
F0 contours for 98 utterances (32 neutral and 66 expressive) 
were generated using the procedure described in sec. 1.1.1 and 
subject to an objective and subjective evaluation.

1.6.1. Objective evaluation
RMSE and correlation coefficient (r) between the original and 
generated F0 contours were compared to assess objectively the 
similarity  between  the  contours.  It  was  observed  that  the 
proposed framework enables synthesis of F0 contours similar 
to the original contours irrespective of the speech style: if we 
average the results obtained in the expressive speech we get a 
correlation coefficient nearly the same as in the neutral speech: 
E=0.73 vs.  N=0.72,  but higher average RMSE: E=25.61 vs. 
N=12.33.  These results compare favorably with [3] and [7], 
however  in  order  to  perform  a  more  detailed  comparison 
careful analysis of another factors influencing the results (such 
as the F0 variance) might appear necessary.

1.6.2. Perceptual evaluation
Two perception tests were carried out: similarity and quality 
tests.  The  results  of  the  former  showed  no  statistically 
significant  differences  with  respect  to  speech  style  in  the 
perceived  similarity  between  stimuli  with  the  original  and 
synthesized intonation. In both neutral and expressive speech 
the stimuli  were  assessed as  in  between  similar  and a  little 
different:  1.7<MOS<1.78  (MOS  indicates  the  mean  of  all 
scores  given  by 10  subjects  participating in  the  test,  and 0 
reflects no audible difference in intonation and 4 reflects no 
audible similarity). The quality of synthesized intonation was 
assessed on a 5-point scale (where -2 indicates bad and +2  - 
an excellent quality) and received scores between good (mean 
MOS(N)=0.17) and fair (mean MOS(E)=0.88). Almost 80% of 
the  synthesized  intonation contours  from the neutral  speech 
corpus  and  more  than  50%  contours  from  the  expressive 
speech corpus assessed as perceptually different appeared to 
be functionally equivalent to the original intonation contours. 
Moreover,  the  overall  quality  of  the  synthesized  intonation 
contours perceived as functionally different was rated as good 



(mean MOS=0.3). The results of the perception tests confirm 
the results of objective evaluation i.e. similarity between the 
original and generated contours, and prove that the framework 
proposed in the current study can be used to generate high-
quality, comprehensible and natural F0 contours.

4. Duration modeling
To obtain the duration model implemented later into BOSS, 
the CART implementation  “wagon”  was  used for  predicting 
the correlation between  segmental  duration and the features 
listed in Table 2 above. The correlation was calculated for the 
whole  feature  set  (stepwise),  and  additionally,  individual 
correlations for each particular feature were checked. 

Detailed  description  of  modeling  Polish  segmental 
duration with CART and the complete ranking lists of features 
were reported e.g. in [19]. When all 57 features were used for 
prediction, the overall correlation of the feature set was  0.8, 
and the RMSE of 15.4, which is relatively good as compared 
to  other  languages  (e.g.  [12,  20]),  especially  the  error  rate 
works out well in the comparison. 

When  comparing  the  stepwise  correlation  and  the 
individual correlations of particular features it was found that 
two  top-ranked  features  were  the  same  in  both  sets.  These 
were: the identity of the sound in question and the identity of 
the  sound  in  the  immediate  following  context.  Another 
features  were   related  to  various  properties  of  the  sound's 
following  context.  The  first  higher-level  features  in  both 
rankings  were  features  corresponding  to  the  position of  the 
rhythmic  foot  containing  the  sound  in  question  within  the 
intonation phrase, and the distance of the foot from the end of 
the phrase. Another comparably significant features were word 
stress and sentence stress, and also the properties of the parent 
syllable. 

The  influence  of  expressiveness  on  segmental  duration 
was not reflected in the present duration model, since it was 
not  proved  to  be statistically  significant  in  the  present  data 
[15]. However, some repeatable (and foreseeable) tendencies 
were  observed  for  the  text  passage  read  by  40  speakers 
(segmental lengthening of the emphasized dialogue utterances 
or  the  negative  correlation  with  the  speech  rate).  The 
relationships  observed  for  the  regular  speech  material  were 
generally confirmed to be true also for the 40-speaker speech 
sample,  but,  again,  their  statistical  significance  was  not 
confirmed.  The  reason  for  the  lack  of  the  statistical 
significance  of  the  features  connected  with  speech 
expressiveness  was  most  probably  the  humbleness  of  the 
speech  data.  In  order  to  verify  the  dependencies  in  a  more 
definite way it would be necessary to repeat the experiment 
using more appropriate speech signals.

5. Discussion and outlook
The most  important  quality of  the  proposed models  is  their 
applicability  for  speech  technology.  The  linguistic 
representation is quite complex, since it is aimed at reflecting 
the diversity of connections between various levels of analysis 
as closely as possible. However, the resulting models are quite 
easy  to  implement,  are  characterized  by  low computational 
load and automated data-driven training without the need of 
extensive hand-tuning, and may be easily modified if needed. 
The  results  from the  F0  model  evaluation  have  shown  that 
within the proposed framework high-quality, comprehensible 
and natural F0 patterns can be generated from a linguistically 
motivated  representation  in  which  prosodic  features  (e.g. 
lexical and sentence stress, the type of the pitch accent and/or 
boundary  tone  associated  with  the  previous/current/next 

syllable) and positional features (e.g. syllable/foot position in 
the  phrase,  phrase  position in  the  utterance) play a primary 
role.  The  duration  prediction  feature  vector  has  been 
successfully implemented into the Polish speech synthesis in 
BOSS  as  one  of  the  modules  aiming  at  minimizing  the 
system's  cost  function  (unit-intrinsic  costs).  The  proposed 
framework enables generating F0 and duration models, and the 
two types of models should complement each other, which is 
expected  to  be  the  initial  step  towards  creating  a  common 
speech  style  independent  prosody  model  for  Polish. 
Obviously,  in order to formulate more uniform and coherent 
framework, standardization of both  models may be required. 
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