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Abstract
This paper presents new achievements done with our Cal-
liphony software [1, 2] which allows for real-time modification
of the intonation and rhythm of speech, driven by manual con-
trol of both fundamental frequency and time scaling either inde-
pendantly or conjointly. We will present here the main features
of the software and discuss possible use for prosody research.
Index Terms: intonation modification, rhythm modification,
speech synthesis, prosody analysis, gestural control.

1. Introduction
Whereas there have been plenty of digital instruments built for
musical purpose [3], until recently there was only few speech
synthesizer or speech modification algorithms monitored thanks
to gestural interfaces [4, 5, 6]. We argue that this new paradigm,
borrowed from computer music community, can lead us towards
new methodologies in analysis of intonation and rhythm. The
general process of Calliphony can be sketched as follows: it
consists of a piece of software, running on a computer where a
graphic tablet is connected, in order to monitor the modification
of pitch and duration of speech. Prosody modifications (consid-
ered here as intonation and rhythm) are controlled interactively
by manual gestures that give the player the real-time feedback
of the speech being processed. It must be noted that the system
we present here is restricted to the use of a graphic tablet, which
offers both high tracking definition and temporal sampling reso-
lution. However, any other gestural tracking device can be used
within this scope, either being manufactured or handmade with
various sensors, provided it has at least two degrees of freedom
and sufficient resolution and sampling rate.

Hence, Calliphony system offers the possibility to deal with
production, perception and communicative function [7] within
the same framework. Perception and communicative function,
because inherently the modifications achieved on the speech are
treated by the player in a similar way he would do it during
a standard conversation. In particular, no assessment is made
a priori on the output prosody. Only the player decides what
would be the correct intonation and rhythm to give to speech.
Even if further evaluation is to be made for duration modifica-
tion, it has been shown that it is possible to accurately reproduce
a given intonation, through gestural control of pitch in real-time
[1].

The originality of our system, contrary to several compara-
ble systems [8, 9, 10], lies in the possibility to achieve variable
pitch and duration modifications in real-time while preserving
formants. In other terms, the pitch and duration modifications
applied to the original speech signal can be sampled as low as
every synthesis period, as will be explained further. Moreover,

none of the systems cited before allows to control these modifi-
cations in terms of gestural control. The name Calliphony was
thus coined in analogy with calligraphic drawings, as our sys-
tem, driven by a graphic tablet, is monitored by manual gestures
comparable to the action of scripting or drawing. We will also
discuss further the opportunity to describe and analyse intona-
tion and rhythm in terms of movement or dynamic evolution.

To put it simple, while there are great debates about the
best way(s) to model intonation and rhythm, Calliphony soft-
ware gives the opportunity to tackle these questions in a new
manner. Its interactive analysis-by-synthesis procedure let us
modify speech in any way we want, and then only evaluate the
modifications either objectively, through classical speech signal
processing of phonetics parameters, or subjectively, via percep-
tive listening tests.

This paper is organized as follow: in the next section 2,
we will present possiblities offered by Calliphony for intona-
tion and rhythm modification, based on a modified TD-PSOLA
algorithm. After giving some details about sound and gestures
recordings, we will present some applications in section 3 and
finally have a discussion about our system in section 4.

2. Calliphony in details
The modification of both pitch and duration rely on the TD-
PSOLA algorithm [11] modified to work in real-time. Never-
theless, there are some adaptations that have been made in order
to conform both with speech signal characteristics and real-time
constraints per-se.

2.1. Offline pre-processing

As noted by E. Moulines & Laroche [11], there are two main
tunings of the algorithm that need to be taken care of. The first
one deals with the need for windowing the short-term signals at
the highest energetic points in the speech signal. The other one
has to do with the treatment of unvoiced parts of speech. Thus,
an offline pre-processing has been set up in order to take into
account these two problems and obtain the best performances
possible of the real-time PSOLA algortithm.
Concerning windowing, as it is well known from speech sig-
nal analysis, the glottal closure instant (GCI) represents the in-
stant when the more energy is present within a single period of
speech. The most efficient way to calculate GCIs was to use the
Matlab script from DYPSA algorithm [12].
By the way, [11] recommends using a constant rate for unvoiced
parts of speech, whereas DYPSA algorithm does not include
a voicing detector. Thus, in conjunction with the detection of
GCIs, we then used another Matlab script for discriminating
voiced from unvoiced parts of speech. ”Swipe” algorithm from
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Figure 1: Analysis of glottal closure instants and voicing (red)
from the natural sentence (blue) ”Marie chantait souvent” pro-
nounced by a male speaker. On the figure, GCIs samples values
are normalized by the latest value (here ≈ 1.6× 44100).

A. Camacho [13], was thus used for this purpose. Swipe al-
gorithm was tuned to analyse the speech utterances within the
range from 75 to 600 Hz, corresponding to a maximum funda-
mental period of 13.5 ms. Therefore, if DYPSA algorithm was
giving intervals greater than this value, new points were intro-
duced regularly to enhanced PSOLA performances. Of course,
voicing detection is prone to errors, but the algorithm was tuned
so that it gave more false detection of unvoiced parts than de-
tection of an unvoiced part as voiced. It is indeed less critical
keeping a voiced part at a constant rate, than stretching exces-
sively an unvoiced part of speech.
As a result, in order to be able to modify both pitch and dura-
tion of speech sentences in real-time, we had to create a separate
text file, together with the audio file so as to be able to know at
which exact sample positions were lying the successive GCIs.
In order to differentiate between voiced GCIs and unvoiced time
instants, a positive value for voiced parts and negative one for
unvoiced parts was given. The figure 1 depicts the result of the
analysis of GCIs and voicing for a given sentence.
After this pre-processing procedure, we then have two files at
our disposal (i) the original audio file from a recorded speaker,
and (ii) the analysis of glottal closure instants, specified by sam-
ple numbers at the sampling rate of the input file, whether pos-
itive or negative depending on its belonging to a voiced part or
not.
Once these two files are loaded into Calliphony software, the

original speech file can be looped and modified, taking into ac-
count the pitch and time scaling factors, according to the po-
sition of the stylus on the graphical tablet. To conform with
our usual representation of intonation and time, we mapped the
absolute pitch in semitones on the vertical axis of the tablet and
the time stretching factor on the horizontal axis, resembling that
of a musical score.

2.2. Real-time constraints

Given that our implementation of TD-PSOLA algorithm needed
to be performed in real-time, there were two main difficulties re-
lated to this framework, namely during the overlap-add step and
during the initialization of the audio process.
According to TD-PSOLA scheme, the windowing of short-term
analysis signals is done over two periods. In other terms, win-

Figure 2: Overlap-add procedure where the succesive short-
term signals have different widths. Windows are indicated
in green and the resulting short-term analysis signal in blue,
whereas the GCIs are indicated by a red stem.

dowing goes from one GCI to the GCI two fundamental periods
further (the GCI of interest being in the middle). Moreover,
within the resulting synthesis speech signal, two consecutive
frames can belong to two portions of the original speech signal
quite far apart, depending on the values of pitch and duration
modifications. Thus, these two short-term synthesis signals can
possess relatively different widths.
The problem then lies in the fact that when the second short-
term signal needs to be copied, its N first samples can belong
to time instants located before the synthesis time instant from
the preceding frame. This is typically the case when the next
short-term signal is longer than the preceding one, as illustrated
on figure 2.

In order to cope with this problem, we decided to process
the signal thanks to a circular buffer, where the synthesis time
instants are located later in time, so as to be able to copy any
short-term signal whatever pitch and duration modifications are
applied, either maximum or minimum. By taking windows run-
ning over two fundamental periods and with pitch modifications
allowed from half to double current pitch value, and for duration
modification from half to double speed, the constant latency of
the system is of 27 ms. This value correspond to two times the
largest period, which in our case is defined by the GCI anal-
ysis done down to 75 Hz. Hence, when the audio process is
turned on, there is a silent initialization of 27 ms. As a result,
the gestural commands applied on the speech signal are delayed
by the amount of time given by this latency. Hopefully, this de-
lay is not critical for the scope of our application. The overall
procedure is illustrated on figure 3.

2.3. Rhythm modification

Duration modifications of the speech can offer opportunities to
use our system in order to achieve rhythm modification, pro-
vided that some additional features are given to the input proce-
dure.
It has already be shown that Calliphony is capable of repro-
ducing accurately a target intonation pattern [1]. In the current
section, we will present other new possibilities offered by Cal-
liphony for dealing also with rhythm modification.
It is indeed rather versatile to be able to adapt to several situ-
ations whether one wants to study more specifically the effect
of segmental durations modification or needs to build rules be-
tween intonation modifications and rhythmical anchor points.

2.3.1. Global vs. local stretching

Together with GCIs and voicing information given in the pre-
processing text file, it is possible to add other features relative
to temporal characteristics. By default, duration modifications
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Figure 3: Processing scheme of Calliphony core treatment, from
the original windowed speech to the sound card output. On top
figure is represented the concatenation of short-term analysis
signals, windowed from the original input speech. After selec-
tion, these short-term signals are overlapped and added into the
circular buffer with a constant delay of 2× Tmax.

are accomplished on a continuous scale, or more precisely sam-
pled at the beginning of every new synthesis period. This means
that duration modification (as well as pitch) is a piecewise lin-
ear function of time instants. Thus, it is totally feasible to spec-
ify time instants correponding to any syllable, stress, p-centers
in the pre-processing text file so as to keep the duration factor
constant over longer chunks than just fundamental periods.
Several modification schemes are then possible, like for exam-
ple : (i) continuous, sampled every new period, (ii) phoneme-
based, sampled at the beginning of every new phoneme or (iii)
syllable-based, sampled at every new syllable. Of course, these
examples are somewhat arbitrary, but show the possibility to
test different strategies, by choosing different temporal anchor
points. These various segmentations can easily be done using
Praat software [14] by manual annotation, provided that the cor-
pus is not too big.
For the sake of simplicity, these sample values were added at
the beginning of the text file with the very first value stating the
number of new anchor points, followed by the samples values
of the anchor points at 44.1 kHz (i.e. the audio file sampling
rate in our case). It is thus possible to replace those values by
any others while respecting this file format.
Calliphony indeed gives the ability to modify the original
speech signal along various ways, either based on phonetic con-
straints or not.
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Figure 4: Raw continuous data extracted from the tablet. Y axis
is mapped to pitch (arbitrary unit). Time units in ms.

2.3.2. Inter-dependencies

Obviously, there is not any restriction for applying some
dependency rules between pitch and duration modifications.
For example, it is possible to modify the range of duration
modification factor depending on the velocity of pitch modi-
fication, or to state that duration should increase at the end of
sentence (or breath group).
This kind of interrelated modifications paves the way for
achieving different speaking styles. If one wants to gives a
given speech sentence a journalistic style, then a certain kind
of rules can be applied to Calliphony, so that it conforms to the
prototypical pronounciation of many journalists.

2.4. Sound and data recordings

Calliphony software allows for recording both audio and
gestural productions.
Concerning audio it is simply done by creating a new wave
file once the real-time modification process has been launched.
For gestural data, a text file is created in the simple form of
raw data, organized in columns for each parameters. In the
case of the graphical tablet, this text file contains both (X, Y )
positions values, together with pressure exerted on the stylus.
Time stamps are also recorded, given within ms precision. If
necessary, the (X, Y ) tilt values can be recorded for further
gestural analysis. A last important point for post-processing
is the following fact: once the real-time modification and
recording have been launched, the audio speech file is played
continuously ad-libitum until the user stop the recording. As
a matter of fact, the recorded audio file contains consecutive
repetitions of the modified audio file. In order to be able to
match gestural data together with the corresponding audio
repetitions, a simple (0/1) value is added to the output text file,
alternating for each consecutive repetition. Therefore, audio
repetitions can be automatically segmented by combining time
stamps and repetition boolean value.
Figures 4 and 5 described this two steps procedure, depicting
respectively raw gestural data extracted from the tablet and the
alignment of gestural traces with original speech sentence.

3. Applications
On first thoughts, Calliphony can be used to either correct the
output of any speech, either natural or from a concatenative
speech synthesizer, or even to change its attitude to an other
one. When the selection procedure of the concatenative



Figure 5: Visualization of gestural recordings (thin lines) to-
gether with the extracted pitch from original sentence ”Sophie
mangeait des fruits confits” (thick gray line). The best gestural
reiteration in terms of correlation is indicated by a purple line.
Pitch in semitones, time in seconds

synthesizer fails to choose two consecutive units that join
smoothly, Calliphony can correct these errors conveniently.
There are other situations where the simple modification of
pitch and duration of speech of a given sentence can raise new
attitudes that are not present in the database of units.
As should be clear from now on, the purpose of this present
article is to give the opportunity to researchers dealing with
prosody synthesis and analysis to be able to address their
problems in a new manner. Whether one wants to hear the
effects of pitch and duration modifications on the speech signal
instantly for giving new insights on these phenomenons, or if
one just wants to build series of stimuli recordings, Calliphony
can be considered as a suitable solution.

4. Discussion

Calliphony system was first developped as a real-time pitch
shifter, and then evolved to a combined pitch shifting and time
stretching system controlled by hands movements. It has been
proved that it was possible to control these dimensions accu-
rately with gestures.
Calliphony framework, as explained in this paper, allows for
studying both intonation and rhythm either independantly or
conjointly, thanks to real-time gestural control of prosody modi-
fications. Furthermore, both modified speech recordings or ges-
tural data can then be analyzed both with classical speech anal-
ysis methods, or in a new manner by studying the cinematics
and dynamics of manual gestures, as far as these movements
represent good candidates for a fine prosodic stylization.
This view also conforms with recent studies [15] considering
prosody and rhythm as an oscillation and an entrainment. This
is mainly due to the fact that movements of the hands and limbs
can be considered physiologically as a second-order system,
thus revealing the same properties as a comparable physical
analog system.

5. Perspectives
As today Calliphony seems pretty stable for both pitch and du-
ration modifications, it would then be interesting to test the pos-
sibilities to add voice quality and vowels reduction modifica-
tions. By the way, there are no conceptual barriers for using
other speech signal modification algorithms, provided that they
can be processed in real-time. For now on, we only tested Cal-
liphony upon french language. Hence, it would be interesting to
experience its limitations and potentials on any other languages
than french. Finally, Calliphony would also greatly benefit from
a more refined coding of pre-processing data, as the number
of information should increase to include other phonetical or
acoustical characteristics.
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