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Abstract
Subtle temporal and spectral differences between categorical
realizations of para-linguistic phenomena (e.g., affective vo-
cal expressions) are hard to capture and describe. In this pa-
per we present a signal representation based on Time Varying
Constant-Q Cepstral Coefficients (TVCQCC) derived for this
purpose. A method which utilizes the special properties of the
constant Q-transform for mean F0 estimation and normalization
is described. The coefficients are invariant to segment length,
and as a special case, a representation for prosody is considered.
Speaker independent classification results using ν-SVM with
the Berlin EMO-DB and two closed sets of basic (anger, dis-
gust, fear, happiness, sadness, neutral) and social/interpersonal
(affection, pride, shame) emotions recorded by forty profes-
sional actors from two English dialect areas are reported. The
accuracy for the Berlin EMO-DB is 71.2 %, and the accuracies
for the first set including basic emotions was 44.6% and for the
second set including basic and social emotions the accuracy was
31.7% . It was found that F0 normalization boosts the perfor-
mance and a combined feature set shows the best performance.
Index Terms: Emotion Classification, Constant-Q, 2D-DCT,
supra-segmental, mean pitch estimation, prosody

1. Introduction
Human-computer interactions place lower cognitive loads on
the human user when the interaction is more intuitive to the
human. The detection of emotions in human speech by a
dialog system, and corresponding adaptation of its response,
may therefore improve the perception of naturalness and the
intuitivity of the interface [1]. In this work, we focus on
speaker independent classification in closed sets of basic and
social/interpersonal emotions from acoustic measurements.

In recent years, the art of affective classification has been
dominated by the method of doing machine learning from large
sets of acoustic measurements. In the effort reported by [2],
4244 acoustic features from six laboratories were used to clas-
sify four affective states of German children interacting with a
pet robot. These features were categorized into voice quality,
fundamental frequency, spectral/formants, cepstral, wavelets,
energy and duration. They reported that among these, wavelets
gave a short-term multi-resolution of time, energy and frequen-
cies in one and were thus superior in the modeling of temporal
aspects.

The use of constant-Q MFCC and WPCC (Wavelet-Packet-
Cepstral-Coefficients) was reported in a speaker independent
cross-language emotion classification task [3]. The constant-
Q means that the ratio of bandwidth and the center frequency
of each band-pass filter in these filter-banks is constant. In a
neutral to emotion classification task, they found that wavelets
performed better than traditional MFCC, but no effort was made

to compare standard equal bandwidth filters to the constant-Q
filters.

The Berlin emotional database (EMO-DB) [4] is the most
common corpus among authors reporting speaker independent
results. It consist of 816 phrases, uttered by 10 professional
actors, 5 female and 5 male. It consists of the emotions angry,
sad, anxious, happy, bored and neutral. The distribution is not
balanced, and the accuracy of recognizers can thus be enhanced
by using prior distribution of classes. Often a subset is used,
composed of all utterances ranked as at least 60% natural and at
least 80% clearly percived in a preception test, which gives 494
utterances.

The temporal aspect was addressed by [5] on the EMO-
DB. 276 features covering F0, energy, duration, formants,
Harmonic-to-noise, MFCC, FFT, and zero crossing rate were
used with SFFS and SVM. They further investigated three vari-
ants of sub-utterance-level features. Dividing phrases in three
relative parts, still keeping the whole utterance statistics, gave
remarkable performance improvement and the best results was
96.5% (it is unclear whether this result was speaker indepen-
dent). Thus, temporal changes of features over a phrase are
important.

The contribution of emotionally salient aspects of the F0
was investigated by [6] in a cross-cultural multi corpora task.
First, pitch features in emotional speech were compared to neu-
tral speech using a Kullback-Leibler distance. Second, the dis-
criminative power of the features was derived using nestled re-
gression models. They found that contour statistics on utter-
ance level such as mean, maximum and minimum were more
emotionally prominent than the curvature, which carried sup-
plementary information at both sentence level and at smaller
scale defined as segments of consecutive voiced frames.

In this work, we intend to derive a representation of
the speech signal which is supra-segmental to cover tempo-
ral salience. Although wavelet based feature are attractive
from a theoretical point of view, little effort has been made
to make intuitive visualization based on these. Therefore, we
start from theoretically optimal Constant-Q spectra and derive
Time Varying Constant-Q Cepstral Coefficients as well as two
desirable normalization techniques, one for the average funda-
mental frequency and another for utterance length. By using
the fundamental frequency normalization, we construct a supra-
segmental prosodic representation. The representation allows
segments of varying length to be parametrized by a vector with
a fixed size and therefore state-of-art classifiers such as Support
Vector Machines may be used. Finally, an intuitive visualiza-
tion technique for analysis based on prototypical spectrograms
is demonstrated.



2. The Corpus
We utilized a selection of emotional utterances taken from the
VENEC corpus [7]. Forty professional actors from USA and
Australia vocally expressed various emotions (affection, anger,
disgust, fear, happiness, pride, sadness, shame, and neutral) by
enacting various emotion-eliciting situations. The actors were
provided with scenarios describing typical situations in which
each emotion may be elicited, based on current research on
emotion appraisals. The verbal material consisted of one of two
short phrases with emotionally neutral content (i.e., “Let me tell
you something” or “That’s exactly what happened”) per expres-
sion. Our selection included a total of 360 emotional portrayals
(40 speakers and 9 emotion categories, one sample per cate-
gory). We also utilized the EMO-DB database as a reference
[4].

3. Signal Processing
Spectro-temporal features are extracted from each utterance in
the database first using a spectral transform to find the time-
varying frequency components and then parameterized to find
2-dimensional Time Varying Constant-Q Cepstral Coefficients
(TVCQCC).

3.1. The Spectral Transform

This paper uses a filter-bank based on the Constant-Q transform
[8] with a corresponding Q factor of 1/(21/12 − 1) or 16.8
which corresponds to the 12 semitones per octave in a musical
scale. The advantage of using such a filter-bank is convenient
frequency normalization of an utterance as described in section
3.2. The kth spectral component for the transform of the time
signal x(n) : 1 ≤ n ≤ N sampled at sampling frequency Fs

are given by
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where, L(k) is the order/length of the window correspond-
ing to the kth spectral component. In a departure from the orig-
inal paper [8], the windows function Wk[m] are Finite Impulse
Response (FIR) linear phase low pass filters. Their Central Fre-
quencies (Cf ) is given by B ∗ 2k/12 , where B is the frequency
(in Hertz) of the first spectral component and their Band-Widths
(BW ) is given by

BW (k) = B(2(k+1)/12 − 2(k−1)/12) (2)
and the order L(k) = 2 ∗ round(0.5 ∗ Fs/BW (k)) The total
number of filters in the bank are K, where Cf (K) must be less
than Fs/2. Thus the filter Wk(n) : 1 ≤ n ≤ L(k) is given by
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Compared to Short-time Fourier Transform (STFT), the
constant-Q transform has higher temporal resolution for higher
frequencies and higher spectral resolution for lower frequen-
cies, for the same number of filters. The varying bandwidths
of the filters makes the frame shift rate less important for the
Constant-Q transform compared to STFT, and here a frame shift
rate of 250 Hz is used.

3.2. Mean Frequency Estimation and Normalization

The method proposed in this paper is not a true fundamental fre-
quency detection algorithm, but an approximation of the same
for the purpose of finding the mean pitch in an utterance. It is
based on a popular frequency domain method following Klapuri
[9]. The Constant-Q filter-bank outputs are frequencies grouped
in bins corresponding to the semitones of the musical scale in-
stead of a linear scale. The ith harmonic, Nh(i), relative to the
fundamental frequency is found by the following equation [10]

Nh(i) = round(12 log2 i) (4)

This would be far more complicated to do in a perceptual scale
like Mel-scale. The first 12 harmonics are considered because
beyond that consecutive harmonics would fall under the same
bin. An approximation for tone in noise separation is used here
which classifies all frequencies with amplitudes below 10 dB
from the highest amplitude frequency component as noise. So
any local maximum above this threshold occurring in the output
of the filter-bank is considered as tones, which means that the
summing starts at the first index k̂ containing non-noise. For
every frequency bin, the frequency amplitudes of the harmon-
ically related frequencies are summed for the entire utterance
(Fa).

Fa(k, n) =
12

X

i=1

|X(k + Nh(i), n)|2 (5)

The estimate for the instantaneous pitch (F0) is the maximum
among the summed harmonic frequency bins.

F0(n) = arg max
1≤k≤K

Fa(k, n) (6)

The mean fundamental frequency Mff (in semitone scale) of
the utterance is calculated from this estimate but weighted by
the amplitude of the harmonic frequency sum.

Mff =
1

PN
n=1(F0(n), n)

N
X

n=1

F0(n)Fa(F0(n), n) (7)

Normalizing the sentence to an arbitrary mean fundamental
frequency Nff (in the semitone scale), which is possible over
the entire database, is simply done by shifting the filter-bank
outputs corresponding to the difference between Mff and Nff .

Xn(k, n) = X(k + Mff − Nff , n) (8)

where, Xn is the normalized output of the filter-bank.

3.3. The Time Varying Constant-Q Cepstral Coefficients

The most commonly used acoustic parameterizations used for
speech recognition and recently in synthesis are the Mel Fre-
quency Cepstral Coefficients (MFCC). Cepstra are often cal-
culated by taking the Cosine transform of the short time loga-
rithm spectrum of the acoustic signal. It is known that MFCC of
consecutive segments of speech are highly correlated. In order
to tap the time-varying information, velocity (or acceleration)
coefficients are often added in the parameterizations. A two-
dimensional cepstrum along the time and frequency dimensions
has been suggested by Ariki et. al. [11] as an alternative for ex-
pressing time-variation. This was done using a linear frequency
scale. It was later adapted to the Mel Frequency scale by Milner
and Vaseghi [12]. Such a parameterization of speech is shown
to be a time-varying representation with highly de-correlated
coefficients.



In this paper, we propose a form of time varying
parametrization over entire utterances. This has not been tried
before in the emotion recognition tasks, to the authors knowl-
edge. The proposed method provides a suitable way of inte-
grating the information available in the entire sentence into a
matrix of fixed size. The formulation is as follows. First the log
time-varying spectrum is obtained

lX(k, n) = 10 log10(|X(k, n)|2) (9)

Then, the TVCQCC are calculated by applying a 2 dimen-
sional discrete cosine transform (2D-DCT), as follows. For
1 ≤ p ≤ P and 1 ≤ q ≤ Q, (where P and Q are the number of
coefficients in the frequency and time dimension respectively),
the TVCQCC are
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N
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The axis of T along q is called the ‘quefrency’ and has a
time dimension. The axis along p is the frequency of quefrency,
which here is referred to as ’meti’ (following the convention of
swapping syllables), and has frequency dimension. It should be
noted that the 2D-DCT has been modified so that this represen-
tation is length invariant, which means that the parameters are
not affected by stretching or compression in time. In that sense,
this representation is normalized to utterance length.

4. Experiments and Results
The experiments are designed to validate the mean F0 estimate
against a reference, evaluate the benefit of mean frequency nor-
malization and to assess the contribution of F0 alone compared
to the full frequency range. Three sets of affective classes are
chosen as:

1. EmoA: anger, disgust, fear, happiness, sadness (Basic
emotions) and neutral

2. EmoB: anger, disgust, fear, happiness, sadness, affec-
tion, pride, shame (Basic and social/interpersonal emo-
tions) and neutral

3. EmoDB: angry, sad, anxious, happy, bored and neutral
(from the Berlin corpus)

As default, we use a filter-bank starting at B = 60 Hz and
ending at 5753.5 Hz, with 12 filters per octave, spanning a total
of 79 bins, denoted as FBFull. For the prosody representation,
the first 35 bins (60-453 Hz) from FBFULL are kept, creat-
ing FBF0. The correlation between the mean frequency Mff

and the mean frequency obtained by Praat [13] (both variables
are recalculated to Hertz) is 0.88 (p << 0.01) for set EmoB .
The default frequency for normalization is chosen as Nff = 23
(226.5 Hz), which is 1 octave below the maximum frequency of
FBF0. Thus, variations in F0 up to one octave above the mean
F0 are kept. The normalized full frequency filter bank is de-
noted FBNFull, while the normalized F0-filter bank, denoted
FBNF0, is created by keeping the first 35 bins from FBNFull

(rather than from FBFull). While using 12 quefrency cepstra
coefficients is a common practice, it is reasonable to overshoot
and let the machine learner extract the necessary patterns, but
for the ’meti’ coefficients there is no common practice and we
chose a reasonable number based on inspection of the proto-
typical spectrograms. Thus, for for filter-banks FBFull and

FBNFull, we use Q = 30 quefrency and P = 30 meti coeffi-
cients, and for filter-banks FBF0 and FBNF0, we use Q = 20
quefrency and P = 30 meti coefficients. In addition, the cep-
stra vectors of FBNFull and FBNF0 are merged, creating
FBComb.

Figure 1: Prototypical spectrograms of neutral at the top, anger
in the middle and happiness at the bottom. The dashed line
shows the normalized mean frequency. Compared to neutral,
the F0 of anger has larger but slowly moving variation and hap-
piness has faster moving variation.

Figure 1 shows prototypical spectrograms with power am-
plitude scale obtained from calculating the average TVCQCC
of all instances of three classes in EmoA using FBNFull fol-
lowed by inverse transformation.

The TVCQCC matrices are converted into vectors by stack-
ing the rows after each other, then the utterance length is added
to the vector. If F0 normalization is applied, then the estimated
mean pitch is added. Classification of the resulting vectors is
done by using ν-SVM with linear kernel from the LibSVM
package [14], with default shrinking heuristics. We choose to
do a leave-one-out evaluation scheme on speaker level, and the



ν parameter is optimized using cross-validation on each training
set. The results are shown in Table 1 and 2. We report accu-
racy, average recall for the unbalanced EmoDB and F1-score
which is the harmonic mean of precision and recall. Standard
deviation is given in parentheses.
Table 1: Classification results for EmoA and EmoB . Accu-
racy and F1-score is given in percentages.

Set EmoA EmoA EmoB EmoB

Measure Acc. F1 Acc. F1
FBFULL 39.2 (3.2) 39.1 (3.1) 29.4 (2.4) 28.9 (2.4)
FBNFULL 44.2 (3.2) 44.0 (3.2) 30.6 (2.4) 30.0 (2.4)
FBF0 31.2 (3.0) 29.7 (3.0) 25.6 (2.3) 24.9 (2.3)
FBNF0 40.0 (3.2) 39.4 (3.2) 28.1 (2.4) 27.0 (2.3)
FBComb 44.6 (3.2) 44.5 (3.2) 31.7 (2.5) 31.1 (2.4)

Table 2: Classification results for EmoDB. Accuracy, F1-score
and average recall is given in percentages.

Measure Acc. F1 avg R.
FBFULL 66.6 (2.0) 64.0 (2.1) 63.8 (2.1)
FBNFULL 69.7 (2.0) 66.9 (2.0) 66.3 (2.0)
FBF0 60.7 (2.1) 58.4 (2.1) 58.1 (2.1)
FBNF0 67.5 (2.0) 65.2 (2.1) 64.2 (2.1)
FBComb 71.2 (2.0) 68.8 (2.0) 68.1 (2.0)

5. Discussion
Both FBFull and FBF0 benefited from normalization, and the
F0 representation was almost as efficient as the full frequency
representation when F0-normalization was applied. Further, the
combined feature set showed the best performance. For the
EmoDB , Wagner et. al., [15] reported accuracy of 73.92%
and an average recall of 61.36%, Li et.al., reported accuracy
of 69.1% [16], and Lugger et. al. [17] reported 66.7% accu-
racy which they increased to 74.5% in a two-step approach.
These results are comparable to our accuracy of 71.2 % and
average recall of 68.1%, despite the fact that we did not use fea-
ture selection. For EmoA and EmoB , it is hard to make a fair
comparison of the results to other works, but the relative low
accuracy may be explained by the absence of perceptive post-
selection of stimuli, and the more non-prototypical nature of the
stimuli. It should be noted, however, that the accuracy was ap-
proximately three times higher than chance also for these sets,
which is comparable to the average results usually obtained with
human listeners.

6. Conclusions
In this work, we have outlined a supra-segmental signal repre-
sentation referred to as Time Varying Constant-Q Cepstral Co-
efficients (TVCQCC). The coefficients were invariant to seg-
ment length, and a simple fundamental frequency normalization
procedure which utilized the special properties of the constant-
Q transform was described. As a special case, a representation
for prosody was shown. Three different closed sets of basic and
social/interpersonal emotions were used for speaker indepen-
dent classification with ν-SVM. It was shown that the special
F0 representation was almost as efficient as the full frequency
representation, and the combined features showed the best per-
formance. We hope to use this novel approach to model also
other paralinguistic phenomena, and are further investigating
techniques for analysis based on prototypical spectrograms as
shown in Figure 1 .
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