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Abstract
This paper presents a method for an automatic compilation of
a phonologically rich text database, which is used in a concate-
native text-to-speech (TTS) synthesis system. In this method,
linguistic features are predicted from text using Festival’s lin-
guistic engine. A set of phonological units for a specific text is
compiled from attribute value lists (AVLs). Phrases/sentences
that contain the phonological units that are not included in the
database are added to the database. This is an efficient way
for generating database prompts with a specific prosodic con-
tent; the prompts can then be recorded and converted into voice.
The method described here can be used for languages other than
English.

1. Introduction
In concatenative TTS systems sequences of recorded speech
are excised from a single-speaker speech database at run-time
and then joined together to produce a new utterance. Past re-
search has shown that natural-sounding synthetic speech can
be produced by selecting non-uniform units (i.e. units of vari-
able length) from large speech databases [1, 2, 6, 29, 17, 20].
Studies [2, 6, 29, 25] indicate that the naturalness of syn-
thetic speech can be improved by excising longer sequences of
recorded speech from the database, this reduces the number of
concatenation points in a synthesized utterance. It was argued
by [26] that longer chunks of recorded speech preserve natural
rhythm and prosody better than shorter sequences. It was ar-
gued by [18] that units for synthesis have to be phonologically
compatible regardless of their length if the prosody of synthetic
speech is to sound natural.

1.1. Prosody In Natural Speech

Natural speech is made up of intonational phrases; these are
usually marked by perceptual characteristics (pauses, ampli-
tude changes, fundamental frequency (F0) and changes in en-
ergy). In connected speech, prosody depends on many linguis-
tic, paralinguistic and extra-linguistic factors. When reading a
sample of text a speaker’s prosody is affected by punctuation
marks, a text layout, speaker’s emotional and physical state, in-
tended audience, speaking style and the speaker’s understand-
ing of the text being read. In addition to speaker-dependent
prosodic variations, there are also prosodic variations in speech
which are associated with syllable, word-level and phrase-level
stress. Stress patterns affect the intonation of speech as well as
phonetic realizations (e.g. the alternation [t]→ [th] in con"test v.
after the primary stress). On a phonetic level each sound has its
own intrinsic ‘microprosody’, which is affected by neighbour-
ing phonetic and phonological contexts.

1.2. Prosody Modelling in Speech Synthesis

Prosodic modelling in a TTS system has a task of effectively
dealing with prosodic phrasing, intonation and segmental dura-
tion. Prosodic phrasing generally considers punctuation mark-
ers, syntax and semantics. Intonation modelling is associated
with fundamental frequency (F0) parameters, and can be con-
structed from acoustic [14], perceptual [22] and linguistic [23]
models. Linguistic rules [23] and machine-labelled or hand-
labelled speech corpora are important for the generation of
prosody in a corpus-driven TTS system. Durational characteris-
tics of normal speech can be rule-driven or can be derived from
speech data in corpus-driven TTS systems. The patterns of into-
nation and duration contribute to the rhythm of natural speech.
In [11] it was argued that in order to improve natural-sounding
prosody it was important to improve the rhythm of synthetic
speech; the authors described the system using the rhythmic
analysis based on metrical phonology [16].

1.3. Source of Prosody In Concatenative TTS

In corpus-driven TTS systems prosodic characteristics are de-
rived from a speech database. It has been suggested that the
size of a speech database determines the quality of synthetic
speech [1, 10]. Ideally, a speech database should have every
speech segment in every prosodic context. However, due to the
enormous amount of prosodic detail that a phoneme may have
in continuous text and speech, such databases would be astro-
nomical in size. A speech database may not even contain every
speech segment in every lexical stress environment. In such
cases, lexical stress variations are usually modelled by changing
speech signal parameters (e.g.F0, amplitude, duration) [24].
The past research revealed that more natural-sounding speech
is obtained if prosodic information is included in unit selec-
tion [7]. However, signal processing techniques employed to
do prosodic modifications were reported to reduce the quality
of synthesized speech [1, 8, 29].

Bearing in mind that in concatenative TTS systems syn-
thetic speech derives its characteristics from a speech database,
it is reasonable to argue that in such systems the linguistic con-
tent of text recorded as speech is of paramount importance. This
paper discusses an automatic construction of a text database
with a specific linguistic and prosodic content. The paper is
structured as follows: prosodic information in text is discussed
in section 2; section 3 discusses the retrieval of prosodic content
from text; an algorithm for automatic construction of prosodi-
cally rich text corpora for TTS is discussed in section 4; the con-
clusions and future considerations are presented in sections 5
and 6 respectively.



2. Prosodic Information in Text
The linguistic information in text and speech exists in hierar-
chical relationship structures. For instance, a word consists of
syllable(s), a syllable structure relates to an onset and a rhyme,
the rhyme structure is related to a peak and a coda; the onset,
peak and coda are a sequence of vowels and consonants (CVC).
Each segment in a sequence of vowels and consonants can be
represented through relationships with suprasegmental linguis-
tic structures by way of attribute-value lists (AVL). In the Fes-
tival Speech Synthesis System [12] feature-values are derived
from heterogeneous relation graphs [27]. The linguistic engine
of the Festival speech synthesis system exports a variety of fea-
tures [4] (e.g. lexical stress, identity and lexical stress of sylla-
bles to the left and right of the syllable under investigation, the
word in which the syllable resides, the word’s category, position
of the syllable in word, etc. ).

It is stated in [18] that a speech database should include
at least diphone units in all lexical stress environments; the
author argues thatlexical units (units inclusive of their lexi-
cal stress) capture the minimum amount of prosody necessary
for synthesis. In corpus-driven TTS systems lexical units are
a good compromise solution between the phonemic unit types,
which are prosodically poor but not so abundant in language
and speech, and the word-level and phrase-level prosodic unit
types, which are attribute-rich but over-abundant. In [18] the
stress of a phoneme unit is defined by the stress of its syllable.
For example, in the wordreviews(phonetically transcribed as
/rI"vju:z/) the phonemes inherit their stress from syllables. The
lexical transcription for this word is [r0I0"v1j1u:1z1] where the
unstressed syllable is indicated by 0 and the stressed syllable
by 1. In this manner, an insufficiently descriptive phoneme on
a phonemic level is shifted to a more prosodically rich phono-
logical level. Whilst a speech database with every phoneme in
every prosodic context would be astronomical in size, a speech
database with phonemes in every lexical stress environment, on
the other hand, is feasible and can be automatically constructed
from the linguistic information in text.

3. Retrieval of Information from Text
In the method described here linguistic features in text are pre-
dicted using the Festival Speech Synthesis System [12]. The
attribute value lists (AVLs) are generated by the engine; each
segment in a sequence ofCVC is associated with its supraseg-
mental prosodic attributes (the attributes are user-defined and
different levels of prosodic information can be specified). For
example, an entry for a phoneme in the AVL may be given as
[s 2 0 single] – this corresponds to [phoneme name, position in
syllable, syllable stress, syllable position in word].

The algorithm for feature extraction is as follows:

1. For a sample of textutterance structuresare exported for
each sentence using Festival.

2. Festival’s scriptdumpfeats[3] is run to generate an AVL,
where each segment in aCVCsequence in the given text
sample is associated with a set of features of interest (e.g.
phoneme name, syllable stress, position of syllable in
word, position of word in phrase, syllable break, word
break).

3. Units with different levels of prosodic content can be
compiled from AVLs, i.e. phonemic diphones, lexical
diphones (diphone + lexical stress), syllable-level di-
phones (diphones that include the prosodic information

relating to syllables), word-level and phrase-level di-
phones, sequences consisting of consonants and vowel
(C2V ), vowel and consonants (V C2) and CVC se-
quences preceded and followed by a silence.

4. Each word in the given text sample islooked up in
the system’s dictionary or letter-to-sound (LTS) rules in
order to determine the information regarding syllable
boundaries and syllable stress. Using this information
a list of syllables (inclusive of the lexical stress) is gen-
erated from the given text sample.

Figure 1 shows the results of an experiment in which differ-
ent unit types were generated from Festival’s AVLs for a num-
ber of different text sources when using a British English ac-
cent. The figure 1 shows the frequency distribution of distinct
unit types. Phonemic diphones (e.g. /pæ/ in Patrick) are consid-
ered here the poorest in their prosodic content. Lexical diphones
include syllable stress (as /p1æ1/ in Patrick). Syllables are also
distinguished by their stress information. S-level diphones rep-
resent diphones with the syllable-level information, i.e. sylla-
ble stress, position of a segment in syllable and the break level
after the syllable. P-level diphones include the phrase-level
and word-level information, i.e. syllable stress, a distinction of
whether the word is a content or a function word, position of a
syllable in the word, position of the word in a phrase and the
ToBI phrase-level break. In this experiment all text sources ex-
cept the text E contain approximately ten thousand words. It is
clear in the figure 1 that the prosodically rich units (i.e. s-level
and p-level diphones) are more diverse in English texts.

Figure 1: Frequency distribution of units with different prosodic
information in various texts. Text sources are: A: My Man
Jeeves by P. G. Woodhouse [15]; B: Selected Prose of Oscar
Wilde [15]; C: an extract from a science journal [21]; D: a list
of names and surnames [9]; E: Fern Hill by D. Thomas.

4. Automatic Construction of a Prosodically
Rich Text Database

An automatic construction of a prosodically rich text database
is a process in which new phrases and sentences that contain
prosodic units that are not included in the database are added
to the database. At the beginning of this process the database
itself can be as small as one word. The process is shown in fig-
ure 2. Prosodically rich phonological units (e.g. lexical, s-level
or p-level diphones, syllables) are compiled from the AVLs for
a specific text sample, as discussed in section 3 of this paper.
The prosodically rich units are then used with the correspond-



ing prosodically rich transcription of the text sample to generate
a subset of that text sample. The prosodically rich transcription
of text is also generated from the AVLs.

The algorithm for database construction is as follows:

1. export an AVL of features from a sample of text that is
considered for addition to the database;

2. export an AVL from the database (the database can ini-
tially be as small as one word);

3. compile a list of phonological units from the text sample;

4. generate a prosodically rich transcription of text from the
AVL;

5. compile a list of phonological units from the database;

6. find the units in the text sample that do not exist in the
database;

7. find a subset of the text sample for units generated in step
6;

8. add the subset of the text sample to the database.

To clarify further: by referring to figure 2, databaseD con-
tains text which is intended to be recorded as speech; the size
of D can initially be as small as one word. Suppose a sample
of text T (e.g. a newspaper article) is being considered for its
inclusion into the databaseD. In order to ascertain whetherT
(the newspaper article) is worthy of the database assimilation,
it is necessary to examine the linguistic content of both the text
T and the databaseD. The AVLs for bothT and D are gen-
erated by passing, in two separate runs, the textual content of
T andD through the system’s engine (this is given as the first
step in the algorithm in section 3). Phonological units (P) are
compiled from the AVL forT and these units may be diphones,
triphones, syllables,C2V and V C2 sequences or other user-
defined prosodically rich units. A list of the phonological units
found inD is also compiled. It is now necessary to find the dif-
ference in unit coverage betweenT andD. Phonological units
that appear inT but notD (TP¬DP ) are considered to be of
interest. The units (TP¬DP ) and the corresponding transcrip-
tion of the text sampleT are subjected to a set cover algorithm
(SCA). A subset of the text sampleT that contains all units in
TP¬DP is generated by the set cover algorithm and added to
the databaseD. The process is repeated with a new text sam-
ple until all the phonological units in the pre-defined linguistic
feature set are covered.

The step 7 in the above algorithm is concerned with finding
a subset ofT that contains all the units in (TP¬DP ). This is
essentially a set covering problem and it can be resolved by a
set cover algorithm (some forms of greedy set cover algorithms
were used in the past [28, 5, 13, 19, 18]). For this purpose, the
set cover algorithm in step 7 is run on the units (generated in
step 6) and the text transcription (generated in step 4).

It is important to emphasize here that the prosodic richness
of an automatically constructed text database and, ultimately, its
linguistic quality are primarily determined by the prosodic cri-
teria specified in the algorithm’s design. The final text database
(which is eventually recorded as speech) is only as good as the
linguistic content it is designed to capture.

5. Conclusions
This paper discussed an efficient method for an automatic con-
struction of a text database using linguistic features generated
by the Festival Speech Synthesis System. Two algorithms were
presented: the algorithm in section 3 dealt with an automatic

Figure 2: Method for an automatic compilation of a prosodi-
cally rich text database

compilation of prosodically rich units from text. The algorithm
in section 4 dealt with an automatic compilation of a subset of
phrases/sentences from text which contained prosodically rich
units that were missing from the database. The text database
created by the method presented in this paper can be recorded
and converted into voice as per instructions for building voices
in Festival [3]. This method is applicable to other TTS systems
and languages other than English.

The method discussed here generates a text database that
contains a specific set of prosodic features (e.g. syllable stress,
word-level and phrase-level prosodic information, intonation
events, etc.). The TTS system’s behaviour is considered when
constructing the linguistic content of the database – in short, the
database is created for the system by the system itself.

6. Future Work
The method presented here constructs a speech database from
linguistic features present in text. Synthetic speech is greatly af-
fected by the way a text database is recorded and by a speaker’s
accent features. It should be possible to model the speaker’s
accent features so that they can be included in the database
construction. This should enable an investigation into which
aspects of synthetic speech are attributable to the speaker and
which to the system’s algorithms.
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