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Abstract 

In this work we introduce the utilization of Fujisaki’s 
modeling of pitch contour for the task of emotion recognition. 
For the evaluation of the proposed features we have employed 
a decision tree as well as an instance based learning algorithm. 
The datasets utilized for training the classification models, 
were extracted from two emotional speech databases. Results 
showed that knowledge extracted from Fujisaki’s modeling of 
intonation benefited all resulted emotion recognition models. 
Thus, an average raise of 9,52% in the total accuracy of all 
approaches was achieved. 

1. Introduction 

An extensive number of experiments to explore which 
particular aspects of speech would manifest saliently the 
emotional condition of a speaker, have been conducted lately. 
Results showed that those related to prosody [1], [2] (pitch 
contour, intensity, timing) are considered an important 
indicator to emotional states. Furthermore, voice quality [3] as 
well as certain co-articulatory phenomena [4] are also high 
correlated with some emotional conditions of a speaker. 

In this study we cope with the task of recognizing 
emotional states, based on knowledge extracted only from 
speech signals. We present the evaluation of features carrying 
information regarding intonation and speaking style of a 
spoken utterance for the task of emotion classification.  

For this purpose, prosodic knowledge was extracted from 
the Fujisaki’s proposed model for F0 contour quantification. 
This model is based on the fundamental assumption that 
intonation curves, although continuous in time and frequency, 
originate in discrete events triggered by the speaker that 
appear as a continuum given physiological mechanisms 
related to fundamental frequency control. The model has been 
applied to several languages and good approximations of F0 
contours have been presented. Fujisaki’s representation of F0 
is realized as the superposition of phrase effects with accent 
effects. 

The outline of the paper is organized as follows. Initially 
we present a brief description of Fujisaki’s model of 
intonation. In section 2 we present the methodology followed 
for the feature extraction from the utilized databases as well 
as the construction of the classification framework. Finally, 
we present and discuss the results of our evaluation 
framework. 

2. Fujisaki’s Intonational Model 

Fujisaki’s model, is the continuation of Ohman’ s work [6] on 
the prosody of words. It is based on the fundamental 
assumption that intonation curves, although continuous in both 
time and frequency, originate in discrete events triggered by 
the reader and are the cause of physiological mechanisms 
related to F0 control. Fujisaki’s model aims at modeling the 
generation process of F0 by giving an explanation to the 

physical and physiological properties behind it. The logarithm 
of the fundamental frequency contour is modeled superposing 
the output of two second order critically damped filters and a 
constant base frequency, figure 1. 

 

Fig. 1. Fujisaki’s model for F0 contour generation. 

One filter is excited with deltas (phrase commands), and 
the other with pulses (accent commands). With the technique 
of Analysis-by-Synthesis a given F0 contour is decomposed 
into its constituents (phrase and accent commands) and 
estimate the magnitude timing of their underlying commands 
by deconvolution. Equation 1 describes this relationship 
mathematically, 
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Fb is the baseline value of fundamental frequency, I the 
number of phrase commands, J the number of accent 
commands, Api the magnitude of the ith phrase command, Aaj  
the amplitude of the jth accent command, T0i  the timing of the 
ith phrase command, T1j the onset of the jth accent command 
and T2j the end of the jth accent command. The output of the 
second order filters, described in equations 2 and 3, will 
provide the accent and phrase components of the pitch contour 
representation. 
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Gpi(t) represents the impulse response function of the phrase 
control mechanism and Gaj(t) the step response function of the 
accent control mechanism, α the natural angular frequency of 
the phrase control mechanism, β the natural angular frequency 
of the accent control mechanism and γ the relative ceiling level 
of accent components. Timing of commands, their amplitudes 
as well as phrase and accent components henceforth will be 
referred to as “Fujisaki-parameters”. For the analysis of our 
data we have selected a value for Fb equal to the corpus-mean 
value yielded in the analysis. Concerning the time constants α 
and β they were chosen equal to 1.7 and 20 respectively. 
Furthermore, the parameter γ was set equal to 0.9. 



3. Emotion Recognition Framework 

The emotion recognition framework constructed for our 
evaluation consists of a feature extraction and a classification 
stage. Evaluation of the proposed prosodic features was 
conducted with the exploitation of two emotional speech 
databases which were holding recordings of four basic 
emotions and a neutral session. 

3.1. Speech Material 

The first corpus used for our evaluation was a Greek 
emotional speech (GrES) database [7] constructed in our lab. 
For the choice of the emotional states that were included in the 
database we tagged on the work of Oatley [8]. Therefore in 
our recordings we tried to capture the emotions of happiness, 
anger, sadness, fear and a neutral session. A professional 
actress familiar with radio theater was employed for the 
enunciation of the text corpus. To avoid the interference of a 
listener’s decision on the emotional contents due to 
semantically meaning, we attempted to construct semantically 
neutral sentences. The use of identical utterances spoken with 
different expressive content assisted to the normalization of 
the effects of non-expressive meaning in the utterances. The 
actress was asked to use her every day way of emotional 
expression and not an exaggerated theatrical approach. She 
was instructed to read all the utterances with one emotion then 
change it and start over again. In that way we wanted to assure 
that the speaker did not have to change emotion more than five 
times (expressing anger, joy, neutral, sadness, fear and 
neutral). 

Conclusively, a Danish emotional speech (DES) [9] 
corpus which has been used previously for the task of emotion 
recognition was employed; in this database speech is 
expressed in 5 emotional states, such as anger, happiness, 
neutral, sadness, and surprise by four speakers, two male and 
two female. This particular database has been used in 
previous works in emotion recognition and it is easily 
accessible as well as annotated. 

3.2. Features and Datasets 

Selecting the appropriate acoustic feature vector is an 
important step in emotion recognition. For our exertion we 
initially calculated eighteen basic acoustic features and 
subsequently we extracted features from Fujisaki’s model of 
intonation. Previous research has shown that emotional 
reactions are strongly related to the pitch and energy of the 
speech. For example, the pitch of speech associated with 
anger or happiness is always higher than that associated with 
sadness or fear, and the energy associated with anger is 
greater than that associated with fear.  

As in similar research, this study adopts pitch and energy 
features. Thus, F0 values in the logF domain (logF0), the 
difference of the pitch contour (dlogF0), the first (F1) and 
second (F2) formant of the signal, the thirteen first Mel 
frequency cepstral coefficients (MFCCs) and the difference of 
energy (dEnrg) of each frame were calculated. 

Pitch contour and formant frequency estimation was 
conducted with Praat [10] software. A 256 sample window 
and 128 sample frame shift was employed; pitch frequencies 
were assumed to be limited to the range of 60-320 Hz for both 
male and female data. The calculation of the thirteen MFCC 
parameters was carried out from [11]; a total of 40 filters and 
a 512 samples FFT size was applied for the calculation. 

The second part of the feature set is consisted of four, 
novel to emotion recognition task, features derived from 
Fujisaki’s Analysis-by-Synthesis parameterization of pitch. 
The features extracted from Fujisaki’s model are the phrase 
component (PhrComp), the accent component (AccComp) per 
frame as well as the pitch resulted from Fujisaki’s synthesis 
(FujLogF0) and the difference of resulted pitch contour 
(dFujLogF0). We have used the FujLogF0  as well as the 
dFujLogF0  in order to take advantage of the smoothed (no 
discontinuities) contour resulted from synthesis step.  

With the application of Fujisaki’s model we try to benefit 
from the fact that phrase commands are related to the slow 
varying component of intonation while the accent commands 
are related to fast changes. In that way, changes in prosody 
due to different emotional state could be exposed more 
straightforward. For the Fujisaki’s parameters extraction we 
have utilized the freely available implementation of [12].  
The datasets extracted from both databases contain only 
feature vectors corresponding to the voiced parts of the signal. 

3.3. Classification Stage 

The classification stage of our framework is consisted of two 
classifiers, the C4.5 tree inducer and the instance base learning 
approach. Both algorithms were acquired from the WEKA 
machine learning library [13] with a configuration resulted 
after a broad number of experiments with the GrES and DES 
datasets. 

3.3.1. C4.5 Algorithm 

In C4.5 [14], binary decision is carried out in the nodes of a 
decision tree producing a set of logical rules. Therefore, every 
path starting from the root of a decision tree and leading to a 
leaf represents a rule. The number of rules embodied to a 
given tree is equal to the number of its leaf nodes. The premise 
of each rule is the conjunction of the decisions leading from 
the root node, through the tree, to that leaf, and the conclusion 
of that rule is just the category that the leaf node belongs to.  

For the growth of C4.5, the basic algorithm used, was a 
greedy method, constructing the tree in top-down recursive 
divide and conquer manner. In C4.5 tree algorithm the 
procedure of pruning is performed. Pruning is a process that is 
not included in some of its antecedent, such as the ID3 tree 
[14]. Unlike the stop splitting strategy, pruning is performed 
when a tree is grown fully and all the leaf nodes have 
minimum impurity. C4.5 selects a working set of examples at 
random from the training data and the tree growing/pruning 
process is repeated several times to ensure that the most 
promising tree has been selected. In our implementation of the 
algorithm only pre-prunning was applied and a confidence 
value of 25% was selected. 

3.3.2. Instance Based Learning Algorithm 

The Instance-Based (IBk) learning algorithm [15], represents 
the learned knowledge simply as a collection of training cases 
or instances. It is a form of supervised learning from instances; 
it keeps a full memory of training occurrences and classifying 
new cases using the most similar training instances. A new 
case is then classified by finding the instance with the highest 
similarity and using its class as prediction. IBk algorithm is 
characterized by a very low training effort. This leads to high 
storage demands caused by the need of keeping all training 
cases in memory. Furthermore, one has to compare new cases 



with all existing instances, which results in a high computation 
cost for classification.  

Each new instance is compared with existing ones using a 
similarity function, and the closest existing instance is used to 
assign the class to the new one. The similarity function used 
in IBk for k instances is given by equation 4, 
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where the instances are described by n attributes. As regards 
numeric valued attributes the f function equals to, 
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IBk is identical to the nearest neighbor algorithm except that it 
normalizes its attributes’ ranges, processes instances 
incrementally, and has a simple policy for tolerating missing 
values. It saves only misclassified instances and employs a 
“wait and see” evidence-gathering method to determine which 
of the saved instances are expected to perform well during 
classification.  
In our implementation of instance based learning, we adopted 
a number of 5 neighbors (IB5) as it provided the best 
classification results. 

4. Evaluation 

In this section we examine the resulted behavior of Fujisaki’s 
features for the task of emotion prediction. To increase the 
evaluation’s validity we applied two well established machine 
learning approaches on two emotional databases. As a result, 
four frameworks were built. Evaluation of the derived emotion 
recognition models was conducted with the application of the 
10-fold cross validation [16] technique. Performance was 
estimated by calculating the F-measure metric per emotion 
category which is defined as the harmonic mean of precision 
and recall and is calculated as shown in equation 6: 
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where α is a factor which determines the weighting of 
precision and recall. A value of α=0,5 is often chosen for equal 
weighting of precision and recall. 

4.1. Results 

In table 1 the accuracy of the derived emotion recognition 
models is presented. It shows that total accuracy increases 
with the addition of Fujisaki’s features with an average of 
9,52%. Due to the nature of the spoken data, models derived 
from GrES datasets presented higher accuracy for all 
scenarios. This is due to the fact that GrES database, is 
considered as text and speaker dependent (same text corpus 
across all emotions uttered by one speaker). 

Table 1. Emotion Recognition Models Total Accuracy 

Database ML Method Features Set Total Accuracy 
(%) 

Basic 73,85 
C4.5 

Basic/Fujisaki 82,87 
Basic 86,16 

GrES 
IB5 

Basic/Fujisaki 90.47 
Basic 50 

C4.5 
Basic/Fujisaki 66,01 

Basic 64,16 
DES 

IB5 
Basic/Fujisaki 72,93 

In Figure 2 the F-measure for GrES models for C4.5 and 
IB5 is illustrated; it shows that the Fujisaki’s set of features 
improved the recognition of all emotion categories, especially 
the ones with the lower prior F-Measure score such as 
happiness, sadness and surprise. We can argue that this is a 
result of the fact that such emotions are manifested with pitch 
contours obtained from intonational phenomena less sharp, 
thus more accurately represented from Fujisaki’s model.  
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Figure 2: F-Measure for IB5 and C4.5 models trained with 
GrES datasets 
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Figure 3: Enhancement of F-measure for GrES datasets 
with the Fujisaki’s set addition 

Figure 3 illustrates the difference in F-measure between the 
models trained with basic and basic+Fujisaki’s set of features. 
High correlated emotion categories such as anger/joy and 
fear/sadness that share alike acoustical properties, were more 
accurately predicted with the addition of the Fujisaki’s feature 
set. Higher recognition accuracy was achieved for the neutral 
category when Fujisaki’s set of features was added; it resulted 
reduction in the confusion between emotion categories of fear 
and sadness. 
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Figure. 4: F-Measure for IB5 and C4.5 models trained 
with DES datasets 



Recognition of sadness with the basic set of features, 
showed confusion with the emotions of fear, joy and neutral; 
however, adding Fujisaki’s features resulted segregation of the 
misclassified categories. Figure 4 depicts the emotion 
recognition results obtained from C4.5 and IB5 models trained 
with the full DES database; 5 emotions, 4 speakers, as a 
consequence the resulted datasets are considered text , speaker 
and gender independent [9]. Additionally, figure 5 depicts the 
prediction improvement achieved in each emotion category 
with the inclusion of Fujisaki’s set of features to both 
algorithms.  
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Figure 5:. Enhancement of F-measure for DES datasets 
with the Fujisaki’s set addition 

As in GrES experiments, the classification of certain emotion 
categories with acoustical similarities, such as neutral/sadness 
or surprise/happiness, presented higher results. It worth’s 
mentioning that in the case of DES database, neutral category 
had the highest prediction F-measure for both classification 
algorithms with an equal performance to sadness for C4.5. 
Since neutrality is considered as some kind of carrier which 
gets modulated to reveal other expressions [17], it shares 
similar acoustical properties with all speakers such as flat pitch 
and energy contour etc. Tables 2 and 3 tabulate the 
classification results of human evaluation for GrES and DES 
[9] databases respectively. 

Table 2. GrES Human Classification Rates 

Response (%) 
Stimuli 

Anger Joy Sadness Fear Neutral   
Anger 98.0 0.0 0.0 2.0 98.0 

Joy 0.0 98.4 0.0 1.6 0.0 
Sadness 0.0 1.7 72.9 25.4 0.0 

Fear 0.0 0.0 11.3 64.5 0.0 
Neutral 0.0 0.0 6.8 0.0 0.0 

Table 3. DES Human Classification Rates 

Response (%) 
Stimuli 

Neutral Surprise Happiness Sadness Anger 
Neutral 60.8 2.6 0.1 31.7 4.8 
Surprise 10 59.1 28.7 1.0 1.3 

Happiness 8.3 29.8 56.4 1.7 3.8 
Sadness 12.6 1.8 0.1 85.2 0.3 
Anger 10.2 8.5 4.5 1.7 75.1 

5. Conclusion 

In this work, we evaluated the employment of features 
extracted from Fujisaki’s intonational model for the task of 
emotion recognition from speech. These features were 
extracted from two emotional speech databases describing five 
basic emotional states each. The contribution of the introduced 
features was evaluated compared to a basic set of attributes 

previously employed for similar tasks. Extracted datasets were 
used for training C4.5 and IB5 classification algorithms. Their 
evaluation revealed the effectiveness of Fujisaki’s features to 
the task of basic emotion classification.  
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