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Abstract
Prosody generation engine which is is responsible for the

naturalness of the synthetic speech, remains one of the most im-
portant component of a Text-to-Speech synthesis system. In this
paper we present an innovative algorithm for modelling the fun-
damental frequency F0 for the Greek language, for sentences
containing emphatic segments. The main idea of our approach
is the definition of a specific set of intonation word models, de-
rived from a spoken corpus, the use of which is sufficient in
modeling the pitch contour of arbitrary long sentences similarly
structured. Our method is based on a prosodic unit selection
approach. This is tested to ILSP’s TtS system for the Greek
language Ekfonitis+ [1], which is customized to utter weather
reports with virtually natural synthetic voice. The system was
designed and trained on a spoken corpus of 120 naturally ut-
tered sentences of weather forecasts, containing emphasis seg-
ments and has proved to be very efficient in coping with sim-
ilarly structured sentences. In the first section of the paper we
present a brief review of the existing literature on this field, in
addition with analogous approaches for other languages. In the
second section we present our method and the design procedure.
The last two sections contain the preliminary results acquired
from our experiments as well as conclusions and refer to future
work that needs to be carried out.

1. Introduction and background
The modeling of the pitch contour in Text-to-Speech synthe-
sis systems remains one of the most challenging areas of re-
search. Prosody and in particular intonation plays a key role in
the perceived naturalness of synthetic speech. Many different
approaches are suggested for coping with this topic.

Some algorithms are trying to simulate the human produc-
tion mechanism using the filter-based model of Fujisaki [2]
(Japanese TtS). This pioneer work has been applied to many
languages, including German [3], English, Estonian, Greek etc.
[2]. Other algorithms follow the ideas of Pierrehumbert’s thesis
for American English [4] in which we can describe (prosodi-
cally label) an intonation contour as a series of high and low
tones using ToBI (Tones and Break Indices) transcription. Us-
ing Pierrehumbert theory many researchers developed ToBI
transcriptions for several languages including one for the Greek
language (Gr-ToBI) [5]. In this approach, F0 generation mod-
ule uses a target interpolation scheme with accent and boundary
markers that are ToBI labels. Targets are placed with reference
to syllable structure, within a pitch range specified by top and
base lines [6]. A recent work [7] highlights several flaws of
ToBI system that have limited its acceptance and application.
Many algorithms can also be classified as data-driven methods.

In these methods we have a phonetically and prosodically seg-
mented and labeled spoken corpus and in a TtS system, we pre-
dict the F0 using parameters and data extracted from the labeled
corpus. Many TtS systems for several languages use data-driven
modeling (aka corpus-based synthesis). For example the Tilt
model for English [6, 8] uses accents that are marked in the
speech database and are parametrized using a parabolic approx-
imation. As far as Spanish is concerned, another method has
been suggested applying statistical modelling of F0 contours
using Bezier functions [9], while for French we have two data-
driven approaches for synthetic F0, the SFC trainable prosodic
model [10] and the INTSINT prosody annotation scheme to-
gether with the perception stylized modelling of F0 through
MOMEL algorithm [11].

For the Greek language there have been several different
approaches. In [12, 13] F0 generation is corpus-based using
syllable’s features, associated turning points (F0 maxima and
minima) and four declination lines. In a recent corpus-base ap-
proach [14], the prosody module is using high-level linguisti-
cally annotated corpora, ToBI and CART. Greek texts preserve
three types of expression: the affirmative, the exclamative and
the interrogative. The intonation patterns observed for any of
the above cases entail complexity that is mainly attributed to the
various syntactic phenomena implemented, and the freedom of
the position of the segmental stress within a word. In the Greek
language the position of the segmental stress within a word can
only be attributed to the vowel of one of the 3 final syllables of
the word, and it is annotated in the orthographic representation.
In our case, we deal only with affirmative speech sentences.

2. Our approach
Our approach is based on the observation that intonation dur-
ing Text-to-Speech sessions for the Greek language can be ren-
dered with a set of intonation models containing only the per-
ceptually significant variability encountered in natural speech
[15, 16], along with the respective carrier declination trend [17].
In this paper we extend this method to the modelling of em-
phatic speech. The main idea of our approach is the prosodic
unit selection approach, according to which the pitch contour
of any affirmative sentence can be modeled by means of a
set of predefined curves, corresponding to different intonation
words, by simple concatenation and interpolation of the appro-
priate models. The selection of the optimal prosodic segments
is performed via a cost function, which considers segmental and
supra-segmental parameters such as the length of the IW, con-
text, punctuation marks, position in the sentence, part of speech
etc. The general structure and function of our system becomes
clearer in the following paragraphs.



3. Analysis of Spoken Corpus
The spoken corpus we used for training is consisted of 110
sentences mainly revolving around weather forecast topics and
news, uttered in a natural tempo by a professional female
speaker. The weather forecasts were chosen intentionally be-
cause of the emphatic segments they include.

Figure 1: Decomposition of a sentence into IPs and IWs

The phonetic and prosodic annotation of the corpus was
performed semi-automatically, in order to ensure that there were
no mistakes in the segmentation process, which would affect
our models. The boundaries of the IPs (=Intonation Phrases or
breath groups [18]) and the boundaries of the IWs (=Intonation
Words or stress groups [18]) as it is depicted in Figure 1 and
Table 1 were also manually defined, since we have not reached
yet a specific set of objective rules that would allow us to auto-
matically annotate the IWs. Nevertheless, this is a task we aim
to fulfill in the immediate future, since such tool would allow
us to investigate fast large corpora and different contexts. The
program used for performing the segmentation task was Praat
[19]. In most of the times emphasis appears with pitch rising,
which affects the neighboring IWs pitch contours, with vowels
durations longer than average. There were cases where empha-
sis was followed by a short pause, suggesting a new intonation
phrase boundary. In general we observed that there were quite
a few non-linear phenomena for attributing emphasis to a word,
and these were the most difficult parts to define and foresee in
our application. In Table 1 one can observe the final set of into-
nation word models we derived.

Table 1: Intonation Words (IWs) Annotation formulations

model observations
sIW Starting IW – beginning of IP
mIW Middle IW – inside of IP
cIW Continuation IW – end of IP,

follows continuation of information
eIW End IW – end of IP, sentence closure
sIWe Starting IW Emphasis – beginning of IP
mIWe Middle IW Emphasis – inside of IP
cIWe Continuation IW Emphasis – end of IP,

follows continuation of information
eIWe End IW Emphasis – end of IP, sentence closure

These results derived from manual investigation of the F0

evolution within the used spoken corpus and are in accordance
to previous literature [20]. The Greek sentence: /To paidÐ dia-
b�zei sto d�skalo to gr�mma/ (The child reads the letter to
the teacher) contains the following 4 IWs (=Intonation Words
or stress groups [18]) in IPA (International Phonetics Alpha-
bet): ”/topeD�� Djav�az� stoD�askalo toGr�ama/. The synthetic F0

contour can be generated with concatenation of 3 basic IW
models [16]: the introductory-Start (sIW), the Middle (mIW)
and the conclusive-End (eIW) model in the following order:
sIW + mIW + mIW + eIW (Figure 2).

Figure 2: F0 - carrier: /topeD�� Djav�az� stoD�askalo toGr�ama/

This rule can be applied in most cases of affirmative sen-
tences in Greek language, for a vast variety of syntactic phe-
nomena. Each IW model is a vector of F0 values for the
phonemes inside the IW. The F0 values of the IW models are ex-
tracted from the annotated spoken corpus. We can generate the
synthetic F0 for this sentence by simply concatenating and in-
terpolating these four pitch patterns and appling a carrier trend
over them [17]. The carrier trend pattern for this sentence of
the 4 IWs, consists of four points defining the pitch contour
bandwidth for each IW F0 model. In the above example the
sentence, which is also one single intonation phrase (IP), is de-
composed directly to four intonation words (IWs).

Table 2: 1693 IWs F0 patterns in 8 model classes extracted

model F0 points model emphasis F0 points
class vectors class vectors
sIW 432 sIWe 52
mIW 549 mIWe 183
cIW 235 cIWe 57
eIW 161 eIWe 24

3.1. Extracting F0 and carrier declination patterns

Our annotated speech corpus contains 110 sentences which con-
sist of 498 IPs, 1693 IWs, 13931 phonemes and 360 pauses.
Each sentence contains on the average 4.5 IPs, 15 IWs, 130
phonemes and 3 pauses. Using a Praat Script [19] we extracted
automatically from the annotated spoken corpus all F0 model
patterns for each IW model of the Table 2 and all carrier dec-
lination patterns for each IP respectively. For the actual pitch
values we made use of the implemented pitch extraction algo-
rithm in Praat [19, 21] which provides satisfactory results with
speech signals.



Figure 3: F0 generator: intonation models + carrier trend

4. Designing the F0 component of Prosody
The general structure of the F0 modeling engine is illustrated in
Figure 3. The input sentence is tokenized in intonation phrases
(IPs) and then each IP is additionally tokenized to a lower level
of intonation words. For each IW we select the appropriate
model pattern from the database acquired during the training
stage, along with the corresponding carrier trend, which is, in
other words, the bandwidth of the pitch contour within every
intonation word. For every intonation word in the data-base we
store not only the pitch contour samples but store phonetic in-
formation, contextual parameters, such as stress position, length
of the word, similarity of phoneme types according to their
manner and place of formation in the vocal tract, as well [22].
This information is important for the algorithm among the in-
tonation model patterns which is performed by means of the
optimal path of a cost function. The fine tuning and the param-
eters used in the cost function need to be additionally investi-
gated. As it is currently implemented, in case the same intona-
tion word is found in the database, the prosodic unit selection
algorithm is biased to choose entire IW models, otherwise, the
sub-optimal intonation model selected is the one which best fits
its characteristics. It is obvious that the larger the training cor-
pus is, the better performance we achieve, taking into account
that the larger corpus provides not only better coverage of the
intonation models but more variety and naturalness as well.

5. Application of F0 in a TTS-system
In order to investigate the performance of our algorithm we in-
corporated our F0 generator component to the TtS application
that has been developed at ILSP. After the training session of the
system, during which only 110 sentences have been used, we
tried to re-synthesize 10 sentences that were not included in the
training data-set. The sentences were chosen randomly. Most
of the results were virtually as natural as the original utterances.
One can observe the original and the synthetic F0 contour for
the sentence in Figure 5. In Figure 4, we see an example of
resynthesis of a sentence from the training corpus. The overall
results, although preliminary, were very promising and exceed-
ingly satisfactory. However there were cases where the selected
intonation word models did not fit optimally the target prosody.
This was mainly due to the fact that there was not enough cov-
erage of all possible intonation words in every category in addi-
tion due to the fact that the search algorithm still needs refine-
ment, because of its lack of robustness. Special attention needs
also to be given to non-linear phenomena, as already mentioned

above, where for example emphasis is depicted with arbitrary
pauses by the speaker. These could possibly be dealt by other
search algorithms, such as CART.

Figure 4: Example of F0 resynthesis. The line with solid black
line is the natural F0 and the dotted line is the synthetic. In this
sentence we have IP1: /apo�avr�o/, IP2: /cemeT�avr�o/ and IP3:
/tafen�omena Ta�poXor��sun/. The concatenated IWs models are:
sIW , sIW and sIW + eIW .

Figure 5: Example of F0 synthesis. The line with solid black
line is the natural F0 and the dotted line is the synthetic. In
this sentence we have IP1: /taedon�otera fen�omena apotovr�aD�/
and IP2: /Tastr�efode st�s�p�ol�pes per�oç�es/. The concatenated
IWs models are: sIWe + mIW + cIW and sIW + mIW +
mIW + eIW .

6. Discussion
The aforementioned method proved to be very efficient in the
framework of our TtS system for Greek language. To this end
contributed the fact that Greek language is not a tonal language,
but instead a straightforward one, as its orthographic represen-
tation depicts the word stress. It has been shown that the def-
inition of only eight intonation word models in our case was
efficient and complete enough to model the majority of the ut-
tered sentences. However, we have not yet ensured that this ap-
proach, which was successfully applied to the speaker we used,
will be successfully applied to other speakers as well. A larger
scale investigation must be carried out in order to make sure
that our method applies with the least possible exceptions for
most Greek native speakers. It is also worth mentioning that
the aforementioned research addresses only affirmative speech
and not other types, such as exclamative or interrogative. These



types need further investigation and possibly more complex
models to be described.

7. Conclusions - Future Work
In this paper we presented an innovative method for modeling
the F0 contour in emphatic sentences for a Greek TtS system. It
consists of a data-driven method, that aims to define a finite set
of intonation models, which can be combined via a cost func-
tion and efficiently simulate the F0 contour for arbitrary long
sentences of similar structure. The algorithm was designed and
applied to the Greek TtS system developed at ILSP, and has
proved to be very efficient in the specific framework. Prelimi-
nary experiments have shown that this algorithm performs ex-
ceedingly well in collaboration with a TtS, which incorporates
unit selection in its function. Nevertheless, more work needs to
be performed in order to include more cases of prosodic patterns
as well as to optimize the pattern selection algorithm, which
is responsible for attributing the optimal models to each case.
Our immediate future plans are to investigate non-linear meth-
ods for optimal path search, such as regression trees CART etc.
Last but not least, a field worth investigating is the automatic
prosodic annotation of a spoken corpus, providing automati-
cally prosodic cues, according to our method. A preliminary
research has been carried out, defining some first objective met-
rics for automatically discriminating prosodic cues, however
further refinement and research is necessary.
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