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Abstract

The quality of manual annotations of speech corpora depends
on the ability of human annotators to cope with phonetic and
prosodic coding schemas such as SAMPA and ToBI. It has been
proposed widely that an acceptable amount of reliability among
and within individual annotators is impossible to achieve. In
this paper, we present an extensive evaluation of annotator reli-
ability in a multilevel phonetically annotated speech corpus, us-
ing two methods for measuring annotator reliability. The results
show that manual annotations can be very reliable, but that reli-
ability is correlated with the complexity of the coding schema.

1. Introduction
A growing demand for both technological applications and the
theoretical development of models of spoken language has gen-
erated a multitude of annotated speech corpora. Despite efforts
to automatize annotations [5, 22, 7, 2, 1, 6] manual annotations
supported by various graphic and acoustic tools still play an im-
portant role in the compilation of these corpora. The quality of
such manual annotations has been criticized on the following
points:

• implicit incoherence: the manual labeling procedure is
incoherent due to human variability in perceptual capa-
bilities and other factors [4]. Intra-annotator reliability
can never be perfect [6]

• lack of consensus on coding schema:manual annota-
tions reflect the variability of the interpretation and ap-
plication of the coding schema by the annotators [4]

• annotator characteristics: individual characteristics of
coders such as familiarity with the material, amount
of former training, motivation and interest and fatigue-
induced errors influence the quality of annotations [19]

So far, no widely accepted methodology for the measure-
ment of the quality of manually annotated speech data exists
[24]. Various methods have been proposed including pairwise
comparisons [19, 10, 21], Cohen’s kappa and Pearson’s chi-
square [21].

The goal of this paper is to present two approaches for mea-
suring reliability of manual phonetic and prosodic annotations
and to find factors of the degree of reliability. In Section 2,
the LeaP corpus of non-native speech, the annotation process of
the LeaP data and the training of the annotators are described.
In Section 3, the reliability of the annotations are presented
in terms of both inter-annotator agreement and intra-annotator
agreement. In Section 4 the results of this evaluation are dis-
cussed.

2. Annotation in the LeaP corpus
2.1. The LeaP corpus

The LeaP corpus was collected in the LeaP (Learning Prosody)
project1, which is concerned with the acquisition of prosody
by non-native speakers of German and English. The aims of
the project include both the phonetic and phonological descrip-
tion of non-native prosody and the exploration of learner vari-
ables that influence the acquisition process. Data was collected
from different groups of speakers: learners before and after
a period abroad, before and after a four-month prosody train-
ing course, especially advanced learners who are hardly distin-
guishable from native speakers, and learners with different lev-
els of competence. A quasi-experimental study was carried out
that compared a treatment group of students taking part in a the-
oretical and practical training course in prosody with a control
group. The data collected in the training courses include mea-
surements of perception as well as production. The recordings
consist of readings of nonsense word lists and three different
speech styles:

• Readings of a short story (about 2 minutes).

• Re-tellings of the same story (between 2 and 5 minutes).

• Interviews (between 10 and 30 minutes).

2.2. Annotation

The manual annotation of the LeaP data was carried out using
ESPS/waves+ and Praat and comprises six different tiers:

1. On the phrase tier, speech and non-speech intervals are
transcribed. The interviewee’s speech is divided into in-
tonational phrases.

2. On the words tier, the beginning and end of words in the
speech of the interviewee are transcribed.

3. On the syllable tier, the beginning and end of syllables
are marked.

4. On the segments tier, all vocalic and consonantal inter-
vals plus the intervening pauses are annotated.

5. On the tones tier, pitch accents and boundary tones are
annotated.

6. On the pitch tier, the initial high pitch, the final low pitch
and intervening high peaks and low valleys are anno-
tated.

In addition, two tiers were added automatically with part-
of-speech coding and an assignment of the words to lemmata.
For a recording of about one minute length, on average, 3000
events are annotated. The entire corpus consists of 359 files

1http://leap.lili.uni-bielefeld.de



annotated in this fashion and includes a total of 131 different
speakers with 32 different native languages as well as 18 record-
ings of native speakers. The total amount of recording time is
more than 12 hours.

2.3. Annotation schemas

Each of the six tiers uses different annotation schemas, most of
which were developed for the specific purpose of the corpus.
They all vary in complexity, some involving only a small num-
ber of different categories (e.g. the schema for the pitch tier),
some a large one (e.g. the annotation schema on the tones tier).
Only for a few of these annotation schemas annotator agreement
studies have been carried out.

On the phrase tier, a total of nine categories can be anno-
tated: Speech (by the interviewee), interrupted phrases, unfilled
pauses, noise, breath, laughter, hesitation phenomena, elon-
gated phonemes and speech by the interviewer. Speech by the
interviewee is divided into intonational phrases, whose delim-
itation can be marked by final syllable lengthening, an intona-
tional boundary tone and a following pause. The concept of
phrases is similar to that of the ToBI break indices 3 and 4.
For these, interrater reliabilities of between 67% and 86%, mea-
sured in pairwise agreement, have been reported [19, 10, 21].

On the words tier, speech is transcribed orthographically,
allowing no capital letters in either German or English. Tran-
scriptions of cliticizations such as ”aren’t” are possible.

On the syllable tier, syllables are transcribed in SAMPA
[23]. For the transcription of consonants with SAMPA, a pair-
wise agreement of 94.8% on average was found by [24]. [25]
reported Cohen kappa values of between 0.49 and 0.73 for pairs
out of nine experienced phoneticians judging whether a phone
was present or not. The determination of syllable boundaries
is based on auditory criteria which allow for resyllabification
processes in spoken language [8]. To our knowledge, there are
no previous studies on annotator agreement in terms of syllable
boundaries.

On the segments tier, vocalic and consonantal speech inter-
vals are transcribed where vowels and postvocalic semi-vowels
are considered vowels and plosives, fricatives, nasals, approx-
imants, affricates, prevocalic semivowels, laterals, trills and
retroflexes are considered consonants. The determination of the
segment boundaries is supported by a broad band spectrogram
and carried out following phonetic standard criteria [17]. [24]
report an average deviation of segment boundaries for their an-
notators of between 7 and 15 ms, the last found for segment
boundaries between two adjacent vowels. Overall, 93% of all
transcribed segment boundaries lie within less than 15 ms.

For the tone tier, a modified version of EToBI and GToBI
[19, 9] was developed in the project. In total, 14 different types
of pitch accents (including downstep and upstep and all possi-
ble compound pitch accents) and 14 different types of boundary
tones can be used. The language-specific variants of ToBI have
become the standard transcription system of the auto-segmental
metrical model of intonation and a number of studies have been
carried out testing its reliability between annotators, varying in
the number of annotators, their heterogeneity in terms of train-
ing and speech material used [19, 9, 21, 18]. Pairwise agree-
ment of between 61% and 71% for pitch accents and 84% and
95% for boundary tones were found.

On the pitch tier, four categories of pitch height can be an-
notated, following [16].

2.4. Annotator characteristics

A total of six annotators worked in the project. Only annota-
tor 4 had had any prior experience (about 5 years) in phonetic
and prosodic annotation. Annotators 1, 2, 3 and 4 had an inten-
sive (about 8 hour/week) training course in annotation for three
months at the beginning of the project. In this training phase,
criteria for the categories on the phrase, syllable, word and seg-
ments tiers were established and the annotations were discussed
both individually and in the group. Annotator 5 joined the
project later and had only a short training phase of about three
weeks. Annotators 1, 3, 4 and 6 were trained in ToBI transcrip-
tion, both with the help of the GToBI training web pages and in
an intensive two-day workshop with an expert in GtoBI.

Table 1: Annotator characteristics in terms of tiers annotated
and training

Annotator Tiers
Annotated

Training

1 all 3 months training,
ToBI training

2 phrase, words, sylla-
bles, segments

3 months training

3 all 3 months training,
ToBI training

4 all 5 years experience,
3 months training,
ToBI training

5 phrase, words, sylla-
bles, segments

3 weeks training

6 tones ToBI training

3. Methodology
In general, reliability can be defined as ”the complex property of
a series of observations or of the measuring process that makes
it possible to obtain similar results if the measurement is re-
peated” [11]. Since the degree of agreement can be consid-
ered an indicator for reliability, two measurements were taken
in this study: the agreement between all annotators annotating
the same speech recording (inter-annotator agreement) and the
agreement for each annotator with himself annotating the same
speech recording twice (intra-annotator agreement). The first is
calculated as pairwise agreement between two different raters,
which allows conclusions about the stability of annotations; the
second indicates the reproducability of annotations [12]. For
deeper insights into the nature of agreement, sources for dis-
agreement have been investigated.

3.1. Data

For the calculation of inter-annotator agreement all annotators
annotated one recording of a 268-word re-telling of the story.
Annotators 1, 3 and 4 annotated all tiers, annotators 2 and 5
four tiers and annotator 6 one tier as described in Table 1. For
the measurement of intra-annotator agreement annotators 1 to 5
annotated one speech recording twice with an interval of nearly
two years between the first and the second annotation. In case of
the sixth tier (pitch) only three, and at the fifth tier (tones) only
four persons annotated the data twice. The data comprised be-
tween 129 (phrase) and 988 (vowels) segments. Labels for the
same events were determined according to their time-stamps.



Table 2:Inter-annotator agreement for different tiers [kappa values]
Coder Pairs

Tier 1-2 1-3 1-4 1-5 1-6 2-3 2-4 2-5 3-4 3-5 3-6 4-5 4-6M R
1. Phrase .77 .78 .73 .69 – .75 .82 .66 .76 .73 – .61 – .73 .21
2. Words .95 .96 .96 .96 – .93 .92 .92 .99 .93 – .94 – .95 .07
3. Syllables .28 .31 .37 .23 – .25 .30 .15 .30 .22 – .23 – .26 .22
4. Segments .99 .99 .99 .98 – .98 1.00 .99 .99 .97 – .99 – .99 .03
5. Tones – .26 .37 – .26 – – – .32 – .36 – .38 .33 .12
6. Pitch – .79 .94 – – – – – .88 – – – – .87 .18
M – Mean; R – Range

3.2. Measuring agreement

Intra- and inter-annotator agreement were both calculated by
unweighted kappa (κ) as defined by [3]. Overall agreement was
measured as the mean of the kappa values on one tier.

3.3. Investigating sources of disagreement

Low agreement can be due either to differences in the interpre-
tation of labels or categories, or to differences in the probability
of category use. These sources of disagreement can be analysed
by means of the consecutive use of (a) the Maxwell-Stuart test
for inequality of marginals [14, 20] and (b) the McNemar test
[15]. If the Maxwell-Stuart test is significant, different inter-
pretations of labels must be assumed. The McNemar test then
indicates which labels are the problematic ones.

4. Results
Table 2 shows that the inter-annotator agreement differs con-
siderably for different tiers. Mean kappas for syllables and
tones are as low as .26 and .33, indicating only fair agree-
ment, whereas words, segments, and pitch have values of .95,
.99, and .87, respectively, indicating almost perfect agreement
[13]. The mean agreement of .73 on the phrase tier is slightly
higher than that reported by [21] for ToBI break indices, al-
though those two annotation schemas are of course not directly
comparable. Kappa values for ToBI tones are much lower in
this study than in [21]. Intra-annotator agreement presents sim-
ilar results as inter-annotator agreement (Table 3). Here, sylla-
bles also achieved the lowest (M = .39), segments (M = .97)
and words (M = .96) the highest kappa values.

Table 3: Intra-annotator agreement for different tiers [kappa
values]

Coder
Tier 1 2 3 4 5 M R
1. Phrase .61 .35 .62 .87 .67 .62 .52
2. Words .91 .92 .99 .99 .97 .96 .08
3. Syllables .34 .32 .38 .57 .36 .39 .25
4. Segments .98 .99 .95 .98 .97 .97 .04
M – Mean; R – Range

The consistent differences between the tiers in both mea-
surements of agreement show that the reliability of manual an-
notation is mostly influenced by the complexity of the annota-
tion task: the number of categories and kappa values are sig-
nificantly correlated (r = −.65; p < .001). Not surprisingly,
values are lowest for the syllable tier, where annotators were
required to carry out two types of annotation: a segmentation
into syllables as well as a transcription in SAMPA. Results for

intra-annotator agreement indicate that experience with anno-
tations may positively influence the reproducibility in difficult
tasks, e.g. annotation of the syllables by annotator 4. Lack of
experience might also be the reason for the lower kappa values
on the tones tier achieved by the annotators in this study com-
pared to the extensively trained annotators in [21]. However, a
more detailed study is needed for a substantiation of these first
results.

An interesting point to note is that the ranges of kappa val-
ues (maximum minus minimum) for inter-annotator agreement
are much larger when the annotation task is difficult. In easier
cases with high inter- and intra-annotator agreement, ranges are
smaller. All in all, ranges in both cases are relatively small in-
dicating that the degree of agreement is attributable primarily
to the annotated tier. This can also be proven statistically, since
kappa values for annotation tiers were significantly different for
inter-annotator agreement (χ2 = 44.82; df = 5; p < .001)
as well as for intra-annotator agreement (χ2 = 15.43; df =
3; p < .05), whereas annotators (intra-annotator agreement,
χ2 = 1.28; df = 4; p = .87) as well as annotator pairs (inter-
annotator agreement,χ2 = .58; df = 11; p = 1.00) showed
no significant differences in annotation quality.

As investigations of agreement patterns between annota-
tors showed, actual disagreement was caused only by a small
number of categories. At the phrase tier, for instance, the two
categoriesnoiseandpausewere frequently confused with each
other. On the tone tier 20 of the 46 categories were significantly
different, but only five of them were relevant for three or more
of the six annotator pairs. As expected, for the sixth tier (pitch)
with its very high levels of agreement, no significant differences
were found. Data for the syllables and words tier with approx-
imately 450 and 268 different categories, respectively, was too
sparse for statistical testing.

5. Conclusions

The object of this study was to assess the quality of manual
annotations and to find factors that influence inter- and intra-
annotator agreement. It was shown that almost perfect agree-
ment between annotators is possible, but that agreement is cor-
related to the complexity of the annotation task. The higher
the number of different categories in an annotation scheme, the
lower the agreement. However, the results show that the num-
ber of annotation schema categories which lead to confusions
among annotators is often relatively small so that an improve-
ment of annotation reliability can be achieved fairly easily by
carrying out systematic error analyses as suggested here and by
changing the annotation schema accordingly. The results fur-
thermore suggest that experience with annotation has a major
influence on reliability.
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