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Abstract

The empirical grounding of a typology of languages’ rhythm
is again a hot issue. The currently popular approach is based
on the durations of vocalic and intervocalic intervals and their
variability. Despite some successes, many questions remain.
The main findings still need to be generalised to much larger
corpora including many more languages. But a straightforward
continuation of the current work faces many difficulties. Per-
spectives are outlined for future work, including proposals for
the cross-linguistic control of speech rate, improvements on the
statistical analyses, and prospects raised by automatic speech
processing.

1. Introduction
The history of rhythm typology is that of a debate between pro-
rhythm class advocates and their opponents. The former argued
that the languages of the world can be categorised into a small
number of classes: typically, stress-timed, syllable-timed and
perhaps mora-timed languages [19, 1, 13, 20]. The latter op-
posed that empirical evidence for the classes was weak if not
altogether absent [2, 22, 3]. The search for empirical evidence
may indeed have focused too much on the notion of isochrony,
i.e., that stress-timed languages should have inter-stress inter-
vals of a roughly constant duration, whereas syllable-timed ones
should have syllables of constant duration.

However, another approach, based on the variability of
the duration of vowels, was more successful. It relies on the
idea that stress-timed languages allow vowel reduction, in con-
trast with syllable-timed languages. Therefore, vowel duration
should be more variable in stress-timed languages. This ap-
proach first provided evidence for rhythmic differences between
British and Singapore English [14, 15]. In an independent study,
we examined the duration and variability of vocalic and inter-
vocalic intervals1 in eight languages [21]. The rationale behind
the consideration of inter-vocalic intervals is that stress-timed
languages also tend to allow more complex syllables, and there-
fore longer and more variable sequences of consonants than
syllable-timed languages. Figure 1 recalls the main results.
We found that along two dimensions (%V: percentage of du-
ration taken up by vocalic intervals;∆C: standard deviation
of the duration of consonantal intervals within a sentence), lan-
guages are not scattered randomly, but are clustered in groups
that strongly resemble rhythm classes: English, Dutch and Pol-
ish as stress-timed languages, French, Spanish, Italian and Cata-
lan as syllable-timed languages, and Japanese as a mora-timed

1Vocalic intervals are vowels and sequences of consecutive vowels,
regardless of whether they belong to the same syllable (or word, for
that matter) or not. Similarly, inter-vocalic or consonantal intervals are
made up of consonants and sequences of consecutive consonants.
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Figure 1:Standard deviation of consonantal intervals vs. pro-
portion of vocalic intervals in 8 languages, 5 sentences times 4
speakers per language (reproduced from [21]).

language. This provides very suggestive evidence in favour of
the rhythm class hypothesis.

Note that this evidence is far from definitive. For one thing,
it is compatible with an alternative interpretation: that the mea-
sures taken reflect rhythmic differences, but not classes. It is
indeed entirely possible that when more languages are added,
the clusters will be drowned in a uniform rhythmic continuum
or space. This idea of a continuum in place of classes has
been evoked in the past [4, 17] and has been revived in a re-
cent study [12].

It is quite clear that we are still a long way from a fully-
fledged, empirically-based rhythm typology. In this paper, we
will discuss the limitations of the data accumulated so far, and
reflect on the direction to take in order to eventually achieve a
typology.

2. Limitations and problems
If the conclusions of our study are to hold, the main results will
need to survive a considerable enlargement of the corpus. The
corpus can in principle be extended to many more languages,
speakers, samples, speech rates, speech registers, etc. Several
teams have actually set out to do just this. But such an enlarge-
ment faces many difficulties. The recent study by Grabe and
Low [12] will be used as an illustration of those difficulties.

Indeed, Grabe and Low (henceforth, GL) studied the vari-
ability of vocalic and consonantal intervals in 18 languages, and
concluded that although there is evidence for rhythmic diver-



sity between these languages, they do not cluster in separate
classes. Analysing in detail the differences between GL’s study
and ours [21] (henceforth, RNM) will allow us to see why dif-
ferent conclusions have been drawn from such similar studies,
and will highlight methodological caveats for future work.

2.1. Differences between the GL and RNM studies

Differences between GL’s study and ours lie both in the struc-
ture of the corpus and in the nature of the analyses. In RNM,
different sentences were uttered by 4 speakers per language,
whereas there was only one speaker per language in GL. This
means that GL’s data might reflect idiosyncrasies of particular
speakers as much as differences between languages. Indeed, in
our own data, we found that average values of variables %V,
∆C and∆V for each speaker could differ significantly within
each language2. Therefore, the clustering we found depended
in part upon our averaging of the data across several speakers.
That within-language speaker differences might be of the same
order of magnitude as between-language differences is certainly
a thorny issue for any typologist, and one that will need to be
addressed. In the meantime, it is clear that the more numerous
the speakers, the safer the conclusions.

Speaker variability can take many forms, and perhaps the
most annoying for the present purpose is in terms of speech
rate variability, since we measure durations. In RNM, the 20
sentences of each language were selected so that the number of
their syllables (from 15 to 19) was matched across languages,
as well as their average duration. In essence, this ensured that
speech rate (in number of syllables per sec.) was matched across
languages. This was not the case in GL. Instead, these authors
adopted a normalisation procedure for speech rate (see below).

As a consequence, when GL computed our measures %V,
∆V and∆C on their corpus, they did not find nice clusters. Ac-
tually, they not only found a continuum of languages, but also
an ordering of languages inconsistent with ours. For example,
on the %V scale, they found Catalan at the lower end close to
British English, Japanese very close to Dutch, and French and
Spanish with a far higher %V than Japanese. GL concluded
that %V,∆V and∆C are not reliable measures of rhythm, be-
cause they may reflect spurious rate and speaker variability. We
definitely acknowledge that∆V and∆C may be sensitive to
variations in speech rate (within and across language). But we
conclude, on the basis of our data, that when these measures are
computed on a corpus where speech rate is carefully controlled,
they are reliable indicators of rhythm. However, their use is less
recommended on corpora where speech rate variability is an is-
sue (like GL’s), where they may simply provide inconsistent re-
sults reflecting speakers’ particularities as much as typological
differences.

2.2. PVI vs. standard deviation

GL’s response to the speech rate challenge is to use a nor-
malised version of the Pairwise Variability Index. The raw (un-
normalised) PVI is defined by the following equation:

rPV I =
100

m− 1
×

m−1X
k=1

|dk − dk+1| (1)

where m is the number of intervals (vocalic or intervocalic) in
the sample, anddk is the duration of thekth interval. Similarly,

2However, as different speakers uttered different sentences, sentence
variability was in our case added to speaker variability.

the normalised PVI is defined as follows:

nPV I =
100

m− 1
×

m−1X
k=1

�����dk − dk+1

dk+dk+1
2

����� (2)

Therefore, each difference between two intervals is normalised
by their average duration.

The main point in favour of the PVI is that it does not pick
up spurious variability due to speech rate variations within an
utterance. This is definitely an interesting feature in principle.
It is not known how much such variations actually affect the
results. The other point in favour of the PVI is the inclusion
of a normalisation term in the nPVI. Of course, this is quite
independent of the PVI itself; standard deviations could also
be normalised by the average interval duration. In order to see
more clearly whether the PVI gets rid of spurious variability
picked up by standard deviations, we computed it on our corpus.

GL sensibly argue that normalising is desirable for vocalic,
but not for intervocalic intervals, since the latter would in fact
involve normalising for cross-language differences in syllable
structure. Here, we adopt the same approach, that is, we com-
pute the vocalic nPVI and the intervocalic rPVI on the RNM
corpus. The results are shown in Figure 2. For comparison pur-
poses, Figure 3 shows the equivalent variables from RNM (∆V
and∆C, unnormalised).

The similitude between these two figures is striking. They
both feature English and Dutch in the upper right corner,
syllable-timed languages in the middle, and Polish and Japanese
each on its own in the left and in the lower part respectively.
The intervocalic dimension accounts for syllable complexity,
and the vocalic axis for such phenomena as vowel reduction
or quantity contrasts. Along the latter, Polish is separated from
stress-timed languages in virtue of its absence of vowel reduc-
tion [21]. It also seems that the PVI achieves a better separation
between rhythm classes than standard deviations along the vo-
calic axis, although not along the intervocalic axis.3 At this
stage, it would be premature to conclude that one set of vari-
ables is more reliable than the other. At least on a constrained
corpus like that of RNM, they provide largely equivalent results.

2.3. Classes vs. continuum

Considering the uncertainties due to the limited number of
speakers in GL’s corpora, it not clear yet whether the additional
languages they introduce (Thai, Tamil, Malay, Estonian, Ruma-
nian, Welsh, Greek, Luxembourgish, Mandarin) would still fall
between the rhythm classes with a greater number of speakers
per language. So, the classes vs. continuum debate is still open.
Let us just remark that, in order to support the rhythm class hy-
pothesis, one must demonstrate a clear clustering of languages
in the traditional rhythm categories, along some measured di-
mension. To achieve this, one needs either very clean data, or
to be very lucky. On the other hand, being able to show a con-
tinuum along some measured dimension is the simplest thing in
the world: any random data will do. Therefore, in order for the
debate to be even, one must demand of continuum-supportive
data (as of class-supportive data) that it be compatible with the
accepted classifications, at least in terms of the ordering of lan-
guages, if not in terms of clusters.

3Of course, there is no PVI equivalent to our best predictor of rhythm
classes, %V.
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Figure 2: Intervocalic raw Pairwise Variability Index vs. vo-
calic normalised Pairwise Variability Index in the RNM corpus.
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Figure 3:Standard deviation of consonantal intervals vs. stan-
dard deviation of vocalic intervals (reproduced from RNM
[21]).

2.4. Discussion

The analysis performed in this section leads to the following
conclusions:

• It is essential to have a variety of speakers for each lan-
guage;

• It is essential to control for speech rate, either by con-
straining the corpus, or by using a normalisation proce-
dure;

• The usefulness of variables such as∆V and∆C may
well be limited to corpora where speech rate is strictly
controlled.

As a consequence, the work we have done in RNM [21] is dif-
ficult to extend as it is. As the comparison with GL’s study
shows, the heavy methodological constraints it requires may be
an advantage as regards the clarity of the data. But there is no
doubt that this is a drawback as regards the generalisability of
the results. Indeed, extensions of this work will need to follow
an identical method in order to produce anything comparable.

Until now, we have highlighted the need for speech rate
control, but we have always mentioned it as if it was the most
straightforward thing to do. Unfortunately, this is not the case.
We now turn to a broader discussion of the cross-linguistic eval-
uation of speech rate.

3. Speech rate across languages
Since rhythm is, at least in part, a matter of duration, and dura-
tions are affected by speech rate, all students of speech rhythm
must be concerned by effects due to speech rate. Since our pur-
pose here is to define a typology of rhythm, speech rate must
be treated in a manner that is valid across all languages. This is
where the issue becomes really thorny. We feel that this matter
is seldom discussed and deserves a thorough treatment here.

In the RNM study, we chose to match both the number of
syllables per sentence and sentences’ duration across languages
by selecting for each speaker 5 appropriate sentences from a
corpus of about 50. This approach by selection is itself ques-
tionable. One might consider other methods, like defining a
speech rate a priori, and asking speakers of all languages to
adopt it. Whatever the method, the question will remain: what
do we want to match? In other words, how do we measure
speech rate in a way that is valid across languages?

Let us note that the question does not vanish if we choose to
normalise for speech rate in order to avoid matching the corpus.
This option has to face the equivalent question: what do we
want to normalise? In other words, what quantity do we put in
the denominator? Furthermore, both RNM and GL have argued
that it is interesting to look separately at vocalic and intervocalic
intervals. But we have reasons to suspect that these two types of
intervals are not affected by speech rate in the same proportion,
and in addition this proportion may well vary across languages.

3.1. Problems with standard definitions of speech rate

Which unit? Among all possible measures of speech rate, the
most widely accepted and used seems to be syllable rate, i.e., the
number of syllables per second. But one might argue that the
syllable is not the proper speech unit to consider. Shouldn’t we
count morae per second? Or phonemes? Or feet? Or vocalic
and intervocalic intervals? Or units of meaning?

One unit for all, or different units for different languages?
It might even be that the appropriate unit is not the same in all
languages. What about feet for English, syllables for French,
and morae for Japanese? Obviously, this approach would lead
to the observation that Japanese is much faster than English,
since Japanese morae are much shorter than English syllables.
But even the "one unit for all" approach has this problem. Since
Japanese syllables are simpler than English ones, one would
also expect that Japanese speakers are able to produce more
syllables per second than English speakers4. Normalising or
matching syllable rate therefore leads to ignore part of the rhyth-
mic differences due to syllable structure.

What counts as a unit? Supposing a given unit is chosen
(say, the syllable), then comes the problem of defining what
counts as a unit in different languages. Are we talking about
phonetic or underlying syllables? Depending on the answer,
matching syllable rate between European and Brazilian Por-
tuguese would yield highly different results, since they both

4This is true on average in our corpus



have the same underlying syllables, but Brazilian Portuguese
has many more phonetic syllables.

Cross-linguistic differences in speech rate? All things men-
tioned above being equal, and supposing we have a good cross-
linguistic measure of speech rate, isn’t it conceivable that some
languages are spoken faster than others (if only for cultural rea-
sons)? Suppose that we find that, in general, Parisian French is
spoken faster than Swiss French, or that Italian is spoken faster
than German. Wouldn’t this contribute to perceived differences
in rhythm? In that case, would it be legitimate to normalise for
these differences?

In the face of all these questions, it seems almost illusory
to ever find a measure of speech rate equally valid for all lan-
guages. Yet, we need to control it. Let us make here two pro-
posals.

3.2. A perceptual approach

One possible way is to remain agnostic about the questions
mentioned above, and to leave it to listeners to answer them.
One could provide listeners with a large corpus of utterances
in many languages (perhaps excluding the languages they un-
derstand), and ask them to rate the speech rate of each utter-
ance (alternatively, present utterances in pairs and ask which
one is faster). For each utterance, all conceivable measures
of speech rate would be computed. A large statistical analy-
sis would then reveal whether some measures reliably predict
the subjects’ judgements, and which is the best predictor. The
analysis would be run both across all languages, and restricted
to each language, as it might reveal that the answer is not the
same for all languages.

Obviously, this approach is not guaranteed to succeed. It
could be that none of the conceivable measures is a reliable pre-
dictor, though this would be surprising. If anything, we would
expect that virtuallyall the measures mentioned above are reli-
able predictors to some extent. It could also be that the judge-
ments of speakers of different languages are predicted by differ-
ent measures of speech rate. This would be more embarrassing
and would undermine the legitimacy of any universal measure
of speech rate.

3.3. A language-specific approach

Of course it might just be the case that there can be no cross-
linguistic measure of speech rate. Let us now adopt a language-
specific approach. Let the experts say what the proper way to
measure speech rate is in each language. These might be dif-
ferent ways for different languages. But a single measure like
syllable rate might also be able to account for speech rate dif-
ferenceswithin each language; in other words, a single measure
might be appropriate as long as we do not compare the values
obtainedbetweenlanguages. Anyway, the answer to at least
these questions could be answered by following the perceptual
approach proposed above, by analysing separately judgements
of rate for sentences within each language and across all lan-
guages.

Whatever the solution adopted for languageL, it is then pos-
sible to compute speech rate for a large number of utterances of
L, ideally a representative corpus of all speech uttered inL. One
then obtains a histogram of all speech rates inL. Let us define
the standard speech rate ofL as the mean or the median of this
distribution.

For the purpose of cross-language comparisons, one can

then choose to :

• match the speech rates of utterances in languagesL and
L’ by dividing the language-specific rate of each utter-
ance by the standard rate of the corresponding language,
thereby expressing utterances’ speech rates in standard
speech rate units, comparable across languages;

• normalise any measure obtained on utterances ofL by
the standard speech rate ofL;

• select for each language a set of utterances whose aver-
age rate is the standard speech rate (and perhaps within
a certain range, like one standard deviation).

Note that if the distributions of speech rates happen to differ sig-
nificantly across languages, this might even become an object of
study, as this might play a role in a rhythm typology.

In essence, we propose, as a last resort, to define speech
rate statistically rather than in a principled manner. Speech rate
norms can be developed for each language. Using the norms
within each language allows measures to be compared across
languages.

4. Perspectives
Keeping in mind all the caveats raised so far, let us now discuss
which directions seem most promising for the eventual consti-
tution of a rhythm typology.

4.1. Enlargement of the RNM corpus

Despite all the limitations we have discussed earlier, the RNM
corpus still has the merit to show clear clusters corresponding
to the expected rhythm classes. These clusters might be too
good to be true, a strike of luck, an idiosyncrasy of those 160
sentences, but in case they are not, it makes sense to go on en-
larging the corpus following exactly the same approach.

This is what several collaborators are just doing in Euro-
pean and Brazilian Portuguese [8, 9], Finnish, Turkish, Hindi,
Basque and other languages. So far we can only say that pre-
liminary results are encouraging.

4.2. Statistical improvements

Beyond the "PVI vs. standard deviation" debate, there may be
even more powerful ways to analyse the type of data we are
gathering. In RNM, we had performed a number of statistical
tests to demonstrate that rhythm classes were significantly dif-
ferent from each other along the proposed dimensions. These
tests (ANOVAs and the like) obviously assumed that our val-
ues were normally distributed. Duarte et al. [5] actually looked
at the distributions of durations of intervocalic intervals in each
language, and found that they correspond to a single family of
distributions called Gamma. In each language, the distribution
of intervocalic intervals can be fitted to a particular Gamma
function, and the Gamma distributions fitting the eight lan-
guages vary along only one parameter: their standard devia-
tion. Thus, standard deviations of durations of vocalic and in-
tervocalic intervals can, for each language, be replaced by the
standard deviation of the best-fitting Gamma function (for each
type of intervals). Using this method, Duarte et al. find a pic-
ture very similar to Figure 1 (see also Galves et al [10] in these
proceedings for a summary).

The advantage of this approach is that the values obtained
are much more reliable and robust, for the purpose of further



analyses and projections to other data sets. The potential draw-
back is that if one wants to obtain an estimate of the rhythmi-
cal characteristics of just one utterance (rather than the whole
language), there may never be a good enough fit between such
a small distribution and a Gamma function, whereas this was
possible and meaningful using %V for instance (see Figure 4 in
RNM [21]). Nevertheless, for typological matters, the Gamma
function may well provide the optimal statistical tool.

4.3. Towards automatic processing

We have not yet mentioned another major limitation shared by
our study and those of Grabe and colleagues: the manual de-
termination of interval boundaries. Despite the best efforts of
phoneticians to provide clear labelling principles, this operation
is still largely subjective; it may be yet another source of differ-
ences between the RNM and GL studies. Ensuring that contrib-
utors of new languages employ exactly the same criteria as in
the original study is virtually impossible. In addition to being
subjective, manual labelling is extremely tedious. It is therefore
clear that any large-scale extension of the approach will require
some automatic processing of the speech corpus.

4.3.1. Automatic segmentation algorithms

Pellegrino and colleagues [18, 7] (and in these proceedings)
have developed a vowel detection algorithm trained on 5 lan-
guages: English, French, German, Italian and Spanish. This
algorithm extracts enough meaningful information to be able to
reliably identify these languages given a new stretch of speech.
Applied to the RNM corpus, it provides relatively decent %V
values but absurd∆V and∆C values. The reason is quite sim-
ple: although %V can tolerate relatively large but systematic
imprecisions of segmentation, standard deviations are overly
sensitive to shifts of the interval boundaries. Such conclusions
converge with previous unsuccessful attempts by Garcia and
Galves [11] and in our laboratory. We still need to examine the
possible contribution of the Gamma distribution to the analysis
of this type of data.

Another, more exotic but potentially interesting segmenta-
tion algorithm is Mbrolign by Malfrère and Dutoit [16]. It takes
both speech and a string of phoneme labels5 as input, and aligns
the labels with the signal, so as to provide the exact phoneme
durations. The algorithm is an iterative procedure that optimises
the acoustic match between the original speech sample and its
synthetic equivalent produced by the algorithm Mbrola [6] (on
the basis of a diphone database for each particular language).
The usefulness of this type of segmentation to the issues of in-
terest here has not been evaluated yet.

4.3.2. A rhythm extractor without segmentation

Realising the difficulties encountered by segmentation algo-
rithms, Galves et al. [10] have explored another direction. The
idea is to directly compute analogues of the "proportion of vo-
calic intervals in speech" and of the "variability of consonantal
intervals" on short successive windows of the signal, but with-
out segmenting. Their algorithm is described in detail in the
next pages. Their results on the RNM corpus are very encour-
aging.

A final sobering note is that any algorithm will neverthe-
less face the necessity of validation against hand-labelled data.

5Phoneme strings can themselves often be obtained from text-to-
phoneme algorithms for specific languages.

Indeed, an algorithm can only be trained or optimised on a lim-
ited number of languages, on the basis of already existing la-
bels. One never knows how well the algorithm will generalise
to a new language, until one evaluates its performance against
another method. In other words, we may also need a large cor-
pus of hand-labelled speech in order to be sure that algorithms
work well. If this is not available, the convergence of algorithms
based on different approaches would be reassuring.

5. Conclusion
Salvation lies in larger data sets. But a straightforward ex-
tension of the approaches followed so far faces many obsta-
cles. One major issue issue to address will be that of the cross-
linguistic control of speech rate. However, this topic may turn
out to be interesting in its own right. Automatic speech process-
ing carries hopes of effortless constitution of unlimited corpora,
as well as the spectres of imprecision and meaninglessness. But
there is little doubt that with time, the benefits of new technolo-
gies will eventually outweigh their drawbacks.
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