
Variation Adds to Prosodic Typology

Esther Grabe

Phonetics Laboratory, University of Oxford
esther.grabe@phonetics.oxford.ac.uk

Abstract

Variation has not been a major concern of prosodic
typologists. Frequently, it is treated as noise in the data and
held to conceal what is really important about the prosodic
structure of the language. Consequently, most investigations
are restricted to a single standard variety and cross-speaker
variation is ignored or masked by statistical processing. The
results are often assumed to be representative of the language
as a whole. Recent research challenges this approach. Acoustic
correlates of rhythm class, for instance, show that dialects of
one language can differ as much in their rhythmic structures as
two different languages. One dialect can be classified as
‘stress-timed’ and the other as ‘syllable-timed’. Furthermore,
considerable cross-speaker variation occurs within dialects.

In this paper, I review a selection of data on prosodic
variation across dialects and speakers. Then I present data on
intonational variation. Examination of cross-speaker and
cross-dialect variation in these data leads to new results on
dialect-specific characteristics of intonation as well as to
cross-dialect and cross-language generalisations.

1. Introduction

Research on prosodic typology has become increasingly
popular. In this paper, I suggest that the empirical basis of
prosodic typology should include data on cross-dialectal and
cross-speaker variation. In a recent volume on urban dialects
in the British Isles, Foulkes and Docherty summarise the
motivation for a closer look at variation [1:21]:
’The failure to address the fundamental fact of variability in
speech may hinder progress in phonology. Phonological
knowledge must enable listeners to cope with variability in the
speech of others, and (arguably) plays a part in producing
variable phonetic output on the part of the speaker.
Understanding the nature and role of variability would
therefore appear to be a highly productive route towards
constructing an adequate model of phonological knowledge’.

Work on prosodic variation has been carried out, but not in
a standard sociolinguistic framework, and most investigations
have not systematically examined cross-dialectal and cross-
speaker variation. Previous studies have concerned the effect
on prosody of speaking style [2-6] and on speech rate [7,8].
The alignment of f0 peaks and troughs in different utterance
positions has also received attention [9-13], as has the effect
on f0 of segmental structure [14] and of segmental and
prosodic structure in combination [15-19]. Only three of these
studies, however, considered dialect [15,18,19]. None
investigated cross-speaker variation in any detail.

Numerous studies [e.g. 20-32] have concerned the
prosodic structure of selected dialects. Only a few studies,
however, [18, 33-36, 40] have concerned several dialects,
multiple speakers, or more than one speaking style. Recently,
the transcription of intonation across dialects of one language
has been considered [37-39]. Two studies have focused on

cross-speaker variation [36,41] and recently, cross-gender
variation has received some attention [42-46].

In the following section, I will first briefly review the
evidence for cross-dialect and cross-speaker variation in the
rhythmic structure of speech. Then the core of this paper will
show how data on cross-dialect and cross-speaker variation in
different utterance types in English can advance intonational
typology.

2. Variation and Rhythmic Typology

Empirical research on rhythmic typology has a long tradition
[cf. 47,48]. Recently, this research has received a new
impetus. Statistical methods for the rhythmic classification of
languages have been developed. The results have provided
some support for phoneticians’ classifications of languages as
stress-timed or syllable-timed [47-57]. Unambiguous
vindication of a categorical distinction between stress- and
syllable-timed languages, however, has not emerged. Figure 1
illustrates this point. It shows a rhythmic classification of 18
languages using the Pairwise Variability Index  (PVI) [47,56].
The PVI differs from the measures for rhythm proposed by
Ramus, Mehler and Nespor [48] in that it is sequential; the
PVI expresses the level of variability in successive vocalic
and intervocalic intervals. It also incorporates a normalisation
component for speaking rate. In Figure 1, variability in
vocalic and intervocalic intervals are represented on the y-axis
and the x-axis, respectively.

Estonian
French

Mandarin

Welsh

German

Luxembourgish

Thai
Dutch

Spanish

Greek

Japanese

Malay

BE

Catalan

SE

Tamil

Polish

20

30

40

50

60

70

30               40                50                60                70               80   

Rumanian

Intervocalic rPVI

Vocalic nPVI

Figure 1. PVI rhythmic space for 18 languages. One speaker
per language. 7 speakers from Spanish and French..

BE= British English, SE= Singapore English.



Figure 1 shows that the PVI discriminates between languages
traditionally classified as stress-timed or syllable-timed.
Dutch, German and British English (stress-timed) exhibit high
vocalic variability and are well separated from French and
Spanish (syllable-timed) where successive vowel durations
are more similar. But the PVI does not separate the 18
languages into a stress-timed and a syllable-timed group.
Instead, a continuum of more or less ‘stress-timed’ or
‘syllable-timed’ languages emerges.

One could argue that another acoustic measure of rhythm
might provide a more convincing separation of the languages
shown in Figure 1. However, all studies of ‘languages’ that
are limited to a single standard variety ignore a potentially
important confounding factor. Dialect differences in rhythmic
classification have been reported e.g. for Italian, for Arabic
and for English. Italian like French has been classified as
syllable-timed, but southern varieties are said to tend towards
stress-timing [38]. One classification method [48] revealed
significant differences between dialects of Arabic [40]. British
English is said to be stress-timed, but Singapore English is
said to be syllable-timed [56], a claim supported by acoustic
evidence. PVI values differ significantly between the two
dialects [54,56].

An effect of speaker on rhythmic units based on duration
was observed by [52]. The authors investigated a number of
languages. Variation in PVI values from Castilian Spanish is
illustrated in Figure 2. Anders Eriksson (Department of
Linguistics, University of Stockholm) provided the data. I n
Figure 2, PVI values from seven speakers of Spanish have
been added to the data in Figure 1. The new points were
calculated from recordings directly comparable with those on
which Figure 1 is based. The figure shows that the differences
between individual Spanish speakers are at least as great as
the differences between some languages.
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Figure 2. As Figure 1 with the addition of 7 speakers from
Spanish (grey circles).

The data from different dialects of the same language and
different speakers from one dialect show that it may be
premature to establish firm rhythmic typologies until we can
build them on comparable data from several speakers of

several dialects of each of a number of languages. Such data
would allow us to describe acoustic correlates of rhythm in
the speech of a particular speaker relative to that of other
speakers from that dialect. Only then would we proceed to
cross-dialectal and cross-language comparisons. The extent of
overlap at each level would require careful attention.

This approach would increase the empirical power of our
linguistic descriptions of rhythm. Moreover, it would be a
clear step away from the relatively simplistic stress-
timing/syllable-timing distinction. Finally, the data would
show whether the variable ‘language’ has an effect beyond
that of the constituent dialects.

2.1. Challenges from Variation for Intonational
Typologies

I turn now to speaker and dialect variation in intonational
typology. Research on the typology of intonation, pitch accent
and tone has also become more popular [e.g. 58-61]. The
autosegmental-metrical (AM) approach to the description of
intonation [62] has had an effect on intonational typology
comparable to that exerted by the recently developed acoustic
measures for speech rhythm on rhythmic typology. Moreover,
in intonational typology, at least within the AM approach,
cross-dialect or cross-speaker variation has not been a central
concern either. Comparisons of more than one variety per
language are relatively rare. Exceptions concern tone in
dialects of Mandarin Chinese [cf. 39], intonation in several
dialects of British English [36], and rising accents in British,
Australian and New Zealand English [23]. Intonation in
several varieties of New Zealand English has also been
examined [35]. A comparative study of three standard
varieties of German is underway [30]. Pitch accent and
intonation in Swedish dialects have been studied in detail
[58], and dialect differences in Italian have also received
attention [38].

Cross-speaker variation within dialects has been studied
in research based on the IViE corpus [36,63], which holds
recordings from multiple speakers from each of seven dialects
of English. The data revealed cross-speaker variation within
dialects in the production of nuclear accents in statements and
yes/no questions. An individual combination of possible
nuclear accents characterised each dialect. Sample data is
shown in Table 2. The table gives the percentages of nuclear
accent patterns produced in yes/no questions in  Cambridge
English and Bradford Punjabi English.

Table 2.Nuclear accent options in y/n questions in
Cambridge and Bradford Punjabi English.

Transcriptions Cambridge Bradford Punjabi
H*L % 44.4 16.7
H*L H% 27.8 0
H* H% 0 0
H* % 0 11.2
L*H % 0 66.7
L*H H% 27.8 5.6

What role should such variation play in an account of the
intonation of Cambridge or Bradford Punjabi English? One
might discard the variation and draw up an account based on
the options that speakers produce most frequently. In that
case, the variation is treated as noise in the data. At best, any
resultant typology will reflect just some of the intonational
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characteristics of different dialects. Moreover, less frequent
features of language may be systematic. In corpus-based
linguistics, it is a common experience to encounter the
property of speech that van Santen [64] called lopsided
sparsity: the distribution of the features that characterise
speech and language is extremely uneven. Some features
occur very frequently but the vast majority are rare. But the
type count of rare features is so large that the likelihood of
encountering one in a small sample is near certainty. In the
light of this, the structural variation in Table 2 is evidence of
lopsided sparsity.

How then can we include the facts of variation while
simultaneously capturing potential generalisations? I will
argue that an investigation of variation can meet both needs. It
can provide information about language- or dialect-specific
aspects of intonation. That information in turn can lead to new
and better generalisations.

3. Variation, Utterance Type and Linguistic
Function

Haan [64] made a link between structural variation in
intonation and potentially universal linguistic function. She
showed that speakers’ intonational choices can be constrained
by a need to signal interrogativity. In an investigation of
Dutch question intonation, she compared the acoustic features
of declaratives with those of wh-, yes/no and declarative
questions. The latter are questions without morphosyntactic
question markers. Haan predicted a trade-off between
syntactic and/or lexical markers of interrogativity and high(er)
pitch in questions. High pitch would be maximally present in
declarative questions which are not otherwise marked for
interrogativity, less so in questions with inversions and even
less so in questions with inversions and a wh-question word
[65:56]. The incidence of final rises was specifically predicted
to increase from declaratives to wh-questions to yes/no
questions to declarative questions. Haan’s data supported her
prediction.

Haan’s approach can be expanded to shed light on
structural variation in the intonation of dialects of English. Her
investigation of final rises was restricted to the presence or
absence of  rising f0 in intonation phrase-final position. It was
not based on an AM analysis of her data. The data in Table 3
are comparable to Haan’s data, but include AM analyses of the
observed nuclear accents.

The table shows data from declaratives, yes/no questions,
wh-questions and declarative questions in the IViE corpus
(N=714). Seven dialects and six speakers per dialect are
represented. Each speaker read eight different declaratives and
three examples each of wh-, yes/no-, and declarative
questions. The utterances were read in random order and
without context. Individual stimuli, rather than one single list,
were presented to the subjects. The transcriptions were made
in the IViE system for prosodic labelling [37,66,67]. The
system is based on the ToBI concept [68] but includes
modifications and additions.

Table 3 demonstrates cross-speaker and cross-dialect
variation. It shows the percentage of nuclear accent patterns
produced in each of the four utterance types in each of the
seven dialects. Data are combined across speakers of a given
dialect.

The speakers produced a range of nuclear accent patterns
in the questions. In declaratives, Leeds and Bradford speakers
produce only H*L % (described as a ‘nuclear fall’ in the

British Tradition [69]), but in the other varieties, more than
one pattern is possible even in declaratives.

Table 3. Intonational variation in statements, wh-
questions, yes/no questions and declarative questions

in seven dialects of British English

London DEC WH-Q Y/N Q DECQ
H*L % 95.8 55.6 27.8 5.6
H*L H% 4.2 33.3 16.7 16.7
H* H% 0 0 16.7 33.3
H*  % 0 0 0.0 0
L*H % 0 0 0 0
L*H H% 0 0 0 38.9
L*H L% 0 0 0 0
L*   H% 0 11.1 38.9 5.6
Cambridge
H*L % 93.8 61.1 44.4 11.1
H*L H% 6.3 16.7 27.8 0
H* H% 0 0 0 0
H* % 0 0 0 0
L*H % 0 0 0 0
L*H H% 0 22.3 27.8 88.9
Bradford
H*L % 100.0 83.3 16.7 22.2
H*L H% 0 5.6 0 5.6
H* H% 0 0.0 0.0 0
H* % 0 0 11.2 5.6
L*H % 0 0 66.7 66.7
L*H H% 0 0 5.6 0
Leeds
H*L % 100.0 72.2 44.4 0
H*L H% 0 11.1 0 0
H* H% 0 0 0 5.6
H* % 0 0 0 0
L*H % 0 5.6 55.6 72.2
L*H H% 0 11.1 0 22.2
Newcastle
H*L % 83.3 61.1 44.4 11.1
H*L H% 0 0 16.7 0
H* H% 0 5.6 0 0
H* % 0 0 0 5.6
L*H % 16.7 33.3 38.9 83.3
Belfast
H*L % 4.2 5.6 0 0
H*L H% 0 0 0 0
H* H% 0 0 0 0
H* % 0 0 0 0
L*H % 83.3 94.4 94.4 83.3
L*H H% 0 0 5.6 16.7
L*H L% 12.5 0 0 0
Dublin
H*L % 94 77.8 68.4 27.8
H*L H% 0 5.6 15.8 0
H* H% 0 0 0 0
H* % 0 0 0 0
L*H % 6 16.7 15.8 50.0
L*H H% 0 0 0 5.6
L*H L% 0 0 0 22.2



According to Haan’s functional hypothesis, the structural
variation in the four utterance types in Table 3 should reflect
an increasing need for interrogativity signalled by intonation.
In Haan’s data, the incidence of final rises rose from
declaratives to wh-questions to y/n questions to declarative
questions.  If Haan’s observation generalises to English, then
the incidence of final rises in Figure 3 should increase
similarly.

To test this prediction, the IViE transcriptions were
recoded. Both H*L % and L*H L% were recoded as HL.
Here, the last pitch movement involved falling f0. All other
patterns were recoded as LH (see Table 4.)

Table 4. Transcription and impressionistic description
of patterns recoded as LH (rising).

Transcription Impressionistic description Recoding
H*L % fall HL
L*H L% rise-plateau-fall HL
H*L H% fall-rise LH
H* H% high accent followed by a rise LH
(L) H* % high accent preceded by low target LH
L*H % rise-plateau LH
L*   H% late rise LH
L*H H% double-rise LH

Figure 3 shows how the incidence of final LH in the four
utterance types increases as predicted.
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Figure 3. Distribution of LH patterns in nuclear
position in declaratives, wh-questions, yes/no

questions and declarative questions in seven varieties
of English.

There are two exceptions. One is Belfast, where the incidence
of LH in yes/no questions and declarative questions is 100%.
This is not surprising; Belfast declaratives usually end in L*H
%. Table 3, however, shows that the incidence of L*H H%
patterns in Belfast increased from 6% in yes/no questions to
17% in declarative questions. Belfast speakers rise higher in
declarative questions than in yes/no questions.

The other exception was Bradford, where the incidence of
final rises increased from declaratives to yes/no questions, but
not from yes/no questions to declarative questions. More data
are required to investigate this anomaly.

After the transform arcsine (.01x) was applied to the data
in Table 3, a two-way analysis of variance was conducted.
The factors were utterance Type (4) and Dialect (7). The
interaction was used as the error term. It was very small
(MSq = 0.039). As Figure 3 shows, all dialects but Bradford
produced monotone increasing functions; Bradford deviated
only in the percentage of LH patterns in declarative questions.

Type was highly significant [F(3,18) = 31.68, p < 0.001]
as was Dialect [F(6,18) = 10.98, p < 0.001]. Post-hoc multiple
comparisons revealed significant differences only between
Belfast and each of the other six dialects.

The recoding of the data shows that the considerable
intonational variation manifest in Table 3 is constrained by the
number of morpho-syntactic cues to interrogativity in the text.
Final rises become more likely when the number of morpho-
syntactic cues to interrogativity decreases.

4. Discussion

The data on intonational variation in English parallel Haan’s
findings for Dutch. Both sets of data reveal a functional trade-
off between syntactic and/or lexical markers of interrogativity
and high(er) question pitch. Furthermore, the fact that the
English data come from a comprehensive AM analysis of the
relevant dialects allows us to enlarge on Haan’s study. As
noted above, her investigation of final rises was restricted to
the presence or absence of rising f0. Haan did not make AM
transcriptions of the Dutch data. The data from English show
that there is a one-to-many mapping between interrogativity
and intonational form. In interrogatives, speakers have
available a range of contours from which they can choose.
They are not obliged to choose a rising contour when asking a
question but the production of an LH pattern becomes more
likely as less morpho-syntactic question information is
available.

Haan suggested that her data show that phonological
options are constrained by the universal Frequency Code [71-
73]. High pitch is said to signal subordination, dependence,
and lack of threat.  In asking questions, the speaker depends on
the listener’s cooperation and the use of high pitch is frequent.
Haan argued that the Frequency Code induces speakers to
choose phonological units that involve final high/rising f0 if
other cues to interrogativity are absent.

But why do languages and dialects offer their speakers the
opportunity to produce high pitch with structurally different
options? Taking the principles of the Frequency Code a step
further, I suggest that speakers may have access to different
structural options to express interrogativity in different
degrees. For example, in a dialect which has L*H % as well
as L*H H%, the latter may signal interrogativity more clearly
than the former. Speakers choices of  particular nuclear
accents then depend on the extent to which they intend to
express interrogativity. Evidence for this suggestion comes
from the Belfast data in Table 3. In Belfast English, L*H H%
is not observed when the need for intonational interrogativity
is weaker, e.g. in wh-questions. In yes/no questions, the
pattern appears. The incidence of the pattern increases further
from 6% to 17% between yes/no and declarative questions.
The rise-plateau-fall pattern L*H L%, on the other hand, is
observed only in declaratives.

My proposal does not claim that the different LH options
for questions add nothing beyond degree of interrogativity to
communicative impact. Whether they do or not is an empirical
question.

% LH

DEC             WH             Y/N          DECQ



In summary, I have shown that a pattern previously found in
Dutch intonational data occurs in English too. Such cross-
language similarity is a major concern of language
typologists. The English data, however, reveal dialect-specific
differences in structural options. Belfast speakers, for
instance, use L*H % and L*H H% in yes/now questions
whereas speakers from Leeds use L*H % and H*L %. Such
differences are another concern of language typologists. In
both cases, attention to variation reveals essential information.

5. Summary and Conclusion

In the development of objective paradigms for establishing
prosodic typologies, we need to consider cross-speaker and
cross-dialect variation. I have illustrated this point with a
discussion of (a) variation in the acoustic correlates of rhythm
class and (b) the production of intonation patterns by multiple
speakers from several dialects of English.

The results show that the construction of valid linguistic
typologies requires comparable data from several speakers of a
dialect, several dialects of one language and a number of
languages. Only such data can provide a sufficiently robust
empirical basis for prosodic typology.
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