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Abstract

In this paper a tool for the speech signal prosodic analysis is
described. The system APA (Automatic Prosodic Analysis) is
based on a tool for speech segmentation into syllabic units
and on their description in terms of pitch, energy and
duration. A particular linear stylization of the fundamental
frequency function is proposed, which helps in describing
efficiently intonation movements at phrase level. Finally the
energy information, together with the fO information, are used
to find intonation boundary markers in order to segment
speech into tone units. A general description of the tool is
provided and recent results are reported. Future works in this
field are also announced.

1. Introduction

Prosodic analysis plays a fundamental role in the
understanding of speech structures: many models have been
proposed to describe macroscopic features that characterize
the speech in different contexts. In particular, the application
of prosodic rules in text to speech systems strongly increases
the pleasantness and naturalness of the speech production. On
the other hand prosodic features could improve automatic
speech recognition if added to the traditional acoustic
features[1]. Furthermore, in order to synthetically reproduce
prosodic features, a sort of phonetic description of the same
features is necessary. The system here proposed is based on
procedures that extract information like pitch, energy and
syllable duration directly from the speech signal.

As far as the syllable segmentation is concerned [2], the
proposed algorithm works in the time domain and calculates
the boundaries analyzing local peaks in the energy temporal
patterns, selecting them and considering the neighborhood to
detect the valleys that constitute syllables edges.

The syllable segmentation is then used for further
analysis: f0 movements and energy dynamic are considered in
order to detect macro prosodic boundaries (i.e. tone units).

In the next paragraph, the algorithm to segment speech
into syllables is described in detail. Paragraph 3 refers to the
stylization of f0 using linear regression and in paragraph 4 the
tone units segmentation and other kinds of analysis are
considered. Results and discussion are reported in the last
section.

2. Segmentation into syllabic units

As the basic unit for this prosodic analysis we have
considered the syllable. The reason for this choice lays on the
fact that syllables are the most natural speech units [3];
moreover co-articulation phenomena are confined inside a

syllable and this discourages the segmentation at phoneme
level that can be both more complicated and affected by many
eITOrS.

The algorithm used to segment speech signals into
syllabic units in based on the energy calculation. A previous
work [4] based the algorithm for syllable segmentation of the
loudness patterns. Energy frames are calculated every 11.6 ms
without overlap between contiguous windows.

Among the relative maxima present in the energy
contour, we will select those related to syllabic nuclei. The
energy frame length is small enough not to loose any of these
maxima, but, of course, many of them will be discarded. Our
intention here is to loose none of them at this phase, a finest
selection will be executed subsequently. In order to select
only the most evident of them, during the execution of this
step, we use a segmentation window (the size of this window
as well as all other parameters used in APA, are set up
automatically in a way that will be explained in §6). As it
can be seen in Fig.1, this window has been centered on each
of the peaks in the energy pattern previously found. If these
peaks result to be absolute maxima in the window interval,
they are marked as syllabic nuclei and the corresponding
minima as syllabic boundaries (a similar approach can be
found in [5]).
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Figure 1: Segmentation window. The maximum in A
corresponds, at this stage, to a syllable nucleus because
it is an absolute maximum in the segmentation window.
The maximum in B does not correspond to a syllable
nucleus.

After this phase still some insertion or deletion errors may
occur in syllable determination and, consequently, some
refinement modules have been introduced. The first of them
(split) tries to individuate syllabic boundaries that were
erroneously discarded in the previous analysis. For each
previously found syllable all the minima inside the marked



interval are taken into account in order to find further
significant intensity variations around these points. This is
achieved looking for the peaks that fall inside a fixed length
window centered in the minimum. If the ratio between the
lowest peak and the minimum exceeds a particular threshold a
new syllable marker is inserted.

One of the drawbacks deriving from the initial
segmentation into syllables is that some produced segments
contain only fricative parts of speech. The following stage
(fricative grouping) is necessary to manage this error. In
practice they have to be assigned to one of the adjacent
syllables. In order to assign these segments, a low pass digital
filter has been used. The cut-off frequency has been set to
1100 Hz and the residual energy has been calculated starting
from the filtered signal. In this way, segments containing only
fricatives present a significant difference between full band
energy and residual energy. In these cases the movement of
the residual energy has been considered: if it shows a
decreasing trend, then the fricative segment is assigned to the
left syllable otherwise it is assigned to the following syllable.

The third stage (stressed vowels grouping) is necessary
to detect insertion errors due to long stressed vowels. In these
cases, in fact, some slight energy falls may occur, particularly
when the vowel lasts more than 300 ms causing syllable
insertion errors. In general, however, these local minima are
limited.

The minimum marker is deleted if one of the following
conditions, regarding the inverse of the ratio between the
valley and its lowest adjacent peak, is true:

. the ratio is less than R.

e the ratio is less than R_med and the duration of the
shortest obtained segment is less than 1_high ms.

e the ratio is less than R_med and the duration of the
shortest obtained.
(where R, R_med, 1_high are further parameters, see §6)

The last stage is used to move the markers positions when
they fall in the middle of a phone. This phenomenon is
frequent when a fricative consonant is present at the edge of a
syllable. Following the phonologic rules, fricatives should lay
at the beginning of the syllable except when they are followed
by an occlusive consonant, but in these cases the syllable
boundaries are easily detected due to the presence of very low
energy intervals. The wrong syllable markers are shifted left
bound until the ratio between residual energy and full energy
reaches values below a calculated threshold.

3. FO0 Stylization

In the course of the automatic prosodic analysis we were
also interested in the principal intonation movements at
phrase level. For this reason an algorithm for f0 curve
stylization is necessary in order:

1. To smooth the unavoidable errors due to the f0
extraction algorithm,

2. To represent in a simple but realistic way the pitch
movements and trends, excluding micro-oscillations
present in the pitch pattern.

Initially, the fO function is calculated analyzing speech
signals with fixed length windows (25 ms) shifted by 10 ms

using an autocorrelation function. According to ‘t Hart [6], a
first order approximation is sufficient to perceptually describe
relevant pitch movements. For this reason, a linear
approximation has been applied to render the pitch function.

First of all, for each pitch contour, a set of target points
has been selected. These points are local minima and maxima.
A first group of three points belonging to this set, is used to
calculate the first interpolating linear tract. The interpolation
is based on the minimum squares technique that is simple and
efficient. The following target points are assigned to the
current line if their distance is less than 20. If this condition is
not satisfied, a break point is found and a new interpolating
line has to be calculated. The new line starts from the last
point of the preceding line and passes through the point whose
deviation was too large to belong to the first line. In this way
the next target point is considered in order to decide if it is
aligned to the new line or if, on the contrary, a new break
point is found (see fig.2).

3.1. Energy analysis, speech pauses.

In order to skip all the non-speech parts, i.e. pauses made by
the speaker, a further energy analysis has been carried out.
Also in this case, windows 25 ms long shifted by 10 ms have
been used. Silence frames have been detected by means of an
adaptive energy threshold and this parameter has been
calculated every 4 seconds in order to consider the speech
energy dynamic variations. Signal intervals longer than
max_d and having energy below the energy thresholds have
been considered as speech pauses. Once again all the
variables cited in this paragraph are set according to what
explained in §6.

4. Segmentation into Tone Units

It is known that when we speak we group words into chunks
in order to subdivide the whole information into smaller
meaningful portions. The speaker performs these
“subdivisions” in different ways. The most natural one is the
introduction of a speech pause, often necessary to breath, but
sometimes other more complex artifacts occur. Intonation
rapid change is one of these.

In literature [7] [8], 4 tone unit boundary markers have
been defined:

e Speech pauses

. FO resets

. Energy resets

e Prepausal syllable lengthening

The second one in particular is intended as the gap of pitch
values that occur when, in coincidence of a tone unit
boundary, the left part of the pitch contour has a local
maximum or minimum, while the right part starts with values
in the highest part of the speaker’s pitch values range. As far
as the energy reset concerns, it just derives from a natural fall
that occur when the speaker tends to produce words
decreasing the speech intensity (this is due to physiological
reasons) and raising again the intensity after a sort of re-
starting (breath groups).

At this point we have to decide which syllable boundaries
are the edge of a tone unit. The two features that help us in
finding these boundaries are the pitch curve and the syllabic
normalized energy curve (i.e. the average energy calculated



for each syllable interval). Syllables with lower intensity
values are strong tone unit boundaries candidates.

The algorithm applied to the pitch contour initially detects
the unvoiced parts of speech and selects only those intervals
longer than a fixed value. This parameter has been set
experimentally in order not to consider smaller intervals due
to occlusive phones. For each unvoiced interval, the f0 gap
between the left and right voiced values is calculated in
semitones. If the gap of the fundamental frequency is
significant (i.e. higher than a fixed threshold) the syllable
energy is also taken into account. If this parameter also
presents a significant minimum at phrase level and if it is not
in the proximity of a speech pause, a tone unit boundary
marker is inserted. Figure 2 shows an example of stylization
with integration of the silent pauses and of the energy—f0
resets and consequently the subdivision of the signal into tone
units.
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Figure 2: Example of automatic prosodic analysis: (a)
signal, (b) pitch target points, (c) pitch stylization
including silent pauses, (d) TU boundaries. Syllable
markers are represented by crosses on the x-axis.

5. Stress discrimination

Syllables segments have also been described in terms of stress.
Turning back to the problem of the prepausal lengthening
determination, we should describe the rhythmical structure
over syllables segments. To achieve this result we used a
simple function F defined as the product between the syllable
duration and the energy [9]. The function F was applied to all
the individuated syllables and when a maximum was found
then the relative syllable was marked as stressed. This
algorithm simply decides if a given syllable is stressed or not
but does not performs a discrimination among different types
of stress (primary, secondary and pitch stress). In this way the
deaccentation present over certain syllables is individuated
indirectly when the algorithm marks this syllable as
unstressed.

6. Parameters setting

The algorithms described above are based on a set of
parameters that have to be tuned in an accurate manner in
order to work properly. The algorithmic nature of the system
allows us to know the physical meaning of each parameter, so
that it is possible to set an interval of meaningful values for
each parameter. For every analysis algorithm included in
APA, a procedure was developed to set a suitable combination
of parameters values. In this paper we will present only the
parameter optimisation of the syllable detection via these
setting procedures, but the same approach can be used for
other modules.

Two manually labelled corpora, training and a test data,
are required to set parameters. The former is used, as in other
paradigms, to effectively choose the best parameters, the latter
to verify if the procedure works correctly if applied to signals
outside the training corpus. An evaluation function is also
required to state the accordance between automatic analysis
and corpora labels obtained manually. The smaller is its value
on a parameters set, the better is the accordance with the
manual analysis. In practice it is necessary to find the set of
parameters values that minimizes the evaluation function
value.

Three strategies were used. The first one assigns to each
parameter a set of possible values, equally spaced, and tries all
possible combinations of parameters values. The strategy is
suitable only if the number of parameters is very small (e.g. if
a 20 parameters procedure is to be tuned, and if only five
different values is proposed for each parameter, we get 520
~10"* combination to be tried, 3 million years are required
even if only one second, for each combination, is needed to
test the tuning procedure on the entire training corpus).

However, due to the physical meaning of each
parameter, it is often possible to restrict the interval of possible
values of each parameter, so that a random procedure can get a
suitable result in a smaller computing time.

Better results, in terms of computing time, seem to be
obtained via a semi-random procedure: starting from a default
value for each parameter, values are then slightly changed at
each step. If the evaluation function decreases, then the new
set of parameters will be used as default in the next steps.

7. Results and Discussion

The syllable segmentation was trained and tested using two
subsets of AVIP corpus (spontaneous speech)[10]. The former
was composed of 667 syllables and the latter 645 syllables. In
Table 1 its performances are shown.

The system was tested on two further corpora, TV news
and Loquendo internal corpus. Performances improve due to
the formal speech style of these corpora (see Table 1 and 2).

An estimate on boundary agreement was made. Fig. 3
shows the distance distribution between each manual and
automatic syllable marker over the Loquendo corpus. This
distribution can be used as a measure of the agreement (the
mean is, obviously consistent with zero), its standard deviation
is 36 ms. The worst values are obtained on the left marker in
stops where a minimum of energy may be found all over the
silent regions, or near pauses (by the way, the greatest
difference found, occurring only once on 1154 syllables is
about 200 ms.). Values different from zero, (but not greater
than previous ones) occur in the proximity of nasal phones.



Training | % |Test| % TV %
News
Syllables 667 645 1351
Missed or 66 9.9% | 70 |10.9% 105 | 7.8%
inserted
Wrong 26 39% | 18 | 2.8% 31 2.3%
markers

Table 1: performance of syllable segmenter on training,
test and TV news corpora.

Syllables 1154 %

Insertion 51 4,40%
Deletion 37 3,20%
Markers 35 3,00%

Table 2: performance of syllable segmenter on
Loquendo corpus.

Figure 3: Distribution of differences between manually
and automatically detected margins. The unit on the x

axis corresponds to the length of the energy frame
(11.6ms).

Regarding the stress discrimination, the algorithm
performance was evaluated by processing 50 tone units
of the AVIP corpus (equal to 365 syllables) manually
labeled by expert phoneticians.

Type Marked Marked Agreement
manually automatically (%)
Stressed 44 28 64
Unstressed 297 222 75
Deaccented 24 14 58

Table 3: Performances of algorithm for stress
discrimination.

In table 3 results are shown. The algorithm achieves the best
performance when discriminates unstressed syllables (75%),
then the stressed syllables follows with 64% and the worst
performance occurs in case of deaccented syllables (58%).

8. Conclusions

A tool to analyze speech prosodic features has been described.
The results are encouraging but they could be probably

improved if we will use more information regarding f0.
Actually we are working to a new function that takes into
account the syllabic f0 mean and range variations.
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